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摘要 

智能车辆的轨迹跟踪控制是实现自动驾驶功能的关键技术，如何应对轨迹跟踪过

程中的外部干扰因素和参数不确定性因素，提升控制策略的鲁棒性和跟踪精度是其中

的研究重点。本文以智能车辆为研究对象，以存在外部干扰和参数不确定性工况下的

车辆轨迹跟踪控制为研究内容，提出了基于管道模型预测控制（Tube Model Predictive 

Control，Tube MPC）的轨迹跟踪分层鲁棒控制框架，该框架包括基于 Tube MPC 的上

层轨迹跟踪鲁棒控制方法和基于前馈反馈结合的下层加速度跟踪控制方法，实现了智

能车辆准确、鲁棒的轨迹跟踪控制。 

首先，针对轨迹跟踪分层鲁棒控制架构的特点，构建了以车辆点质量模型为基础

的 Frenet 坐标系下的跟踪误差模型。引入横、纵向校正加速度作为控制输入量并在模

型中引入横、纵向动力学附加扰动信号，完成了状态空间方程以及约束条件线性化的

推导。随后设计了基于归一化最小均方算法和递归分位数估计算法相结合的扰动边界

在线辨识方法，用于在轨迹跟踪过程中对横、纵向动力学附加扰动信号进行在线辨识，

确定扰动信号范围边界。 

其次，针对轨迹跟踪过程中的外部干扰和参数不确定性问题，本文提出了基于

Tube MPC 算法的上层轨迹跟踪鲁棒控制策略，采用了基于在线可达集的方法对 Tube

鲁棒不变集进行设计计算，通过选择椭圆不变集描述方式提升在线可达集的计算效

率，针对 Tube MPC 算法的闭环反馈增益进行设计和求解，构建优化问题并对约束条

件进行收紧，设计了终端代价函数和终端约束集，完成了对 Tube MPC 轨迹跟踪鲁棒

控制器的设计。 

然后，针对期望加速度信号的跟踪控制问题，本文提出了基于前馈和反馈结合的

下层加速度跟踪控制策略，对上层鲁棒控制算法输出的期望加速度信号进行跟踪，提

出了基于误差模型在线估计的前馈修正优化策略，缩小前馈项与期望响应的偏差，并

针对控制系统中执行器延迟问题，提出了基于模型参考自适应控制算法的优化策略。 

最后，本文在 Simulink 和 Carsim 上进行了轨迹跟踪鲁棒控制策略的联合仿真实

验研究。仿真实验结果表明，所提出的基于 Tube MPC 算法轨迹跟踪控制器与常规

MPC 算法相比，在存在外部干扰或参数不确定性时能够输出更为平滑且易于跟踪的

期望加速度信号，提升了轨迹跟踪精度；所提出的基于前馈和反馈的下层加速度跟踪

控制策略能够有效跟踪上层输出的期望加速度，基于误差模型在线估计的前馈修正优
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化策略能有效提升系统的响应速度和跟踪精度，基于模型参考自适应控制算法的执行

器延迟优化能有效地消除信号延迟所导致的超调振荡现象，提升加速度跟踪精度。 

关键词：智能车辆；轨迹跟踪；不确定性辨识；鲁棒模型预测控制 
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Abstract 

The trajectory tracking control of intelligent vehicles is a key technology for realizing 

autonomous driving functions. Dealing with external disturbance factors and parameter 

uncertainties during the trajectory tracking process, and improving the robustness of the 

control strategy and tracking accuracy are the focus of research. In this paper, intelligent 

vehicles with Ackermann steering are taken as the research object, and the research content 

focuses on vehicle trajectory tracking control under conditions of external disturbances and 

parameter uncertainties. A trajectory tracking hierarchical robust control framework based 

on Tube Model Predictive Control (Tube MPC) is proposed. This framework includes an 

upper-level robust control method for trajectory tracking based on Tube MPC and a 

lower-level acceleration tracking control method based on combined feedforward and 

feedback. This framework achieves accurate and robust trajectory tracking control for 

intelligent vehicles. 

Firstly, based on the characteristics of the trajectory tracking hierarchical robust 

control architecture, a tracking error model in Frenet coordinates with a vehicle point mass 

model as the basis was constructed. Lateral and longitudinal correction accelerations were 

introduced as control inputs, and lateral and longitudinal dynamic additional disturbance 

signals were incorporated into the model to linearize the state-space equations and 

constraint conditions. Subsequently, a disturbance boundary online identification method 

combining normalized least squares algorithm and recursive quantile estimation algorithm 

was designed to identify online the lateral and longitudinal dynamic additional disturbance 

signals during the trajectory tracking process, determining the boundary range of 

disturbance signals. 

Secondly, to address the external disturbances and parameter uncertainties during the 

trajectory tracking process, an upper-level trajectory tracking robust control strategy based 

on Tube MPC algorithm was proposed. The idea of separating nominal system from actual 

system was utilized to construct a state error system, designing a constraint tightening 

method based on robust invariant sets, calculating the Tube robust invariant set based on 

online reachable sets methodology. The design efficiency of online reachable sets was 
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improved by describing the invariant set using elliptical forms, designing and solving the 

closed-loop feedback gains for Tube MPC algorithm, constructing optimization problems, 

tightening the constraint conditions, designing terminal cost function and terminal 

constraint set, completing the design of Tube MPC trajectory tracking robust controller. 

Then, addressing the problem of tracking the desired acceleration signal, a lower-level 

acceleration tracking control strategy based on combined feedforward and feedback was 

proposed. Tracking the desired acceleration signal output by the upper-level robust control 

algorithm, an optimized strategy of feedforward correction based on online estimation of 

error model was proposed to reduce deviations between the feedforward term and expected 

response. To tackle actuator delay issues in the control system, an optimization strategy 

based on model reference adaptive control algorithm was proposed. 

Finally, joint simulation experiments of trajectory tracking robust control strategy were 

conducted on Simulink and Carsim. Simulation results show that the proposed trajectory 

tracking controller based on Tube MPC algorithm can output smoother and easier-to-track 

desired acceleration signals in the presence of external disturbances or parameter 

uncertainties compared to conventional MPC algorithm, thus improving tracking accuracy. 

The proposed lower-level acceleration tracking control strategy based on combined 

feedforward and feedback can effectively track the desired acceleration output from the 

upper level. The feedforward correction optimization strategy based on online estimation of 

error model can effectively enhance system response speed and tracking accuracy. The 

actuator delay optimization based on model reference adaptive control algorithm can 

effectively eliminate overshoot oscillations caused by signal delay, thus improving 

acceleration tracking accuracy. 

Key Words: intelligent vehicles; trajectory tracking; uncertainty identification; robust 

model predictive control 
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第1章 绪论 

1.1 研究背景和意义 

随着社会进步和经济的不断发展，汽车保有量逐年提升，汽车技术也越发先进，

人们对于出行的安全性、舒适性等方面要求逐步提高。融合了智能化、网联化和电动

化等先进技术的智能车辆成为汽车领域被广泛研究关注的焦点，智能车辆技术的发展

对于交通拥堵，环境污染，能耗过大，交通事故等问题的解决有重要的意义[1]。 

根据相关人员的统计，交通事故造成了全世界每年近八成的死亡事故[2]，而其中

接近九成的交通事故是由于人为操作不当所造成的，比如驾驶员疲劳、超速行驶以及

转向或制动不及时等等，不仅会造成相当严重的经济财产损失，而且会严重威胁人类

生命安全[3]。而智能驾驶技术能够感知周围环境信息，预测行人与其他车辆的行动轨

迹，并做出最优的行为决策和控制动作，这能够避免由驾驶员操作不当引起的安全隐

患[4]。在《中国制造 2025》中，国务院在汽车重点发展领域做出指示：将掌握汽车低

碳化、信息化以及智能化等核心技术作为首要目标[5]。针对智能网联车辆，《中国制

造 2025》提出我国将在 2025 年建立完善的自主研发生产体系，掌握智能驾驶总体和

各部分关键技术，实现产业转型升级。由此可见，无论是实际需求还是国家政策导向，

都表明智能驾驶技术对于当今汽车产业的重要性[6]。 

智能驾驶系统通常由定位导航、环境感知、行为决策、轨迹规划、轨迹跟踪等模

块构成[7]。其中，定位导航模块的作用主要是获取智能车辆当前的位置信息并为智能

车辆提供全局路径导航。当给定目的地位置信息后，定位导航模块将依据电子地图及

实时路网交通流信息，规划出最优全局路径。环境感知模块的主要作用是采用多种传

感器，如激光雷达、毫米波雷达、摄像头等，对车辆当前的周围环境信息进行数据采

集和处理，获取有效的行驶环境信息[8-11]。行为决策和轨迹规划相当于智能驾驶系统

的“大脑”，通过接收感知层传来的环境信息并结合自车信息，在满足交通法规和车

辆动力学约束的前提下，为智能车辆决定下一步行动并规划出合理的参考轨迹[12-16]。

轨迹跟踪模块的主要作用是计算出合理的控制指令控制智能车辆准确跟踪参考轨迹，

目前的主流方法是将其解耦为纵向车速控制和横向路径跟踪控制[17]，根据自车状态信

息和参考轨迹信息，采用合理的控制方法计算出期望的纵向力矩和前轮转角，以操控

车辆跟踪参考轨迹。 

在智能车辆轨迹跟踪控制过程中可能会遇到随机的外部干扰或是车辆内部的参
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数不确定性，如何在控制过程中考虑这些外部干扰和不确定性的影响，提升控制算法

的鲁棒性，精确地跟踪参考轨迹，是保证智能车辆安全行驶的关键。本文针对智能驾

驶中的轨迹跟踪控制技术以及考虑不确定性的鲁棒模型预测控制算法，开展了大量文

献调研，并对研究现状进行总结，相关调研情况如下。 

1.2 国内外研究现状和发展趋势 

1.2.1 智能车辆轨迹跟踪控制研究现状 

智能车辆的轨迹跟踪控制模块通常被解耦为纵向车速跟踪控制和横向路径跟踪

控制。其中，纵向车速跟踪的控制量为制动压力和油门开度，或是纵向力矩，目前车

速控制技术较为成熟且控制系统结构较为简单，常用的控制算法有 PID、滑模控制等。

横向路径跟踪控制的控制量通常为前轮转角或方向盘转角，相比与纵向控制更为复

杂，也是目前轨迹跟踪控制研究的重点和难点，常用的控制算法有基于几何模型的控

制方法、线性二次型调节器、模型预测控制等等。 

基于几何模型的控制方法主要包括纯跟踪（Pure Pursuit, PP）和 Stanley 算法。PP

算法通过提前设定预瞄距离，计算车辆的后轴中心点与参考轨迹上的预瞄点之间的横

向偏差，并以比例控制的方式转化为前轮转角控制量，控制车辆以圆弧路径的形式通

过参考轨迹的预瞄点。该算法简单有效，对参考轨迹曲率要求不高，适用于低速场景，

但预瞄距离的设定对跟踪效果影响显著。刘一帆[18]等人适用 PP 算法进行 AGV 路径

跟踪控制，并利用模糊控制器自适应确定预瞄距离，提升了路径跟踪精度。付景枝[19]

等人根据实时车速以及 GPS 轨迹与自车位置之间最短距离，设计了基于二次多项式预

估前视距离的方法，提升了路径跟踪精度。Stanley 算法[20]是由斯坦福大学在 DARPA

挑战赛中提出的方法，通过横向位移偏差和航向偏差共同决定前轮转角，但该算法同

样只适用于低速场景，且不适用于非连续曲率路径，对参考轨迹要求较高。王鑫[21]

等人利用 PP 算法对 Stanley 算法的前轮转角计算方式进行改进，实时计算当前车速下

的前轮转角，提升了 Stanley 算法路径跟踪的精确性和平滑性。 

线性二次型调节器（Linear Quadratic Regulator, LQR）是一种已经应用较为成熟

的控制算法，是基于最优化原理建立的反馈控制方法，一般通过求解黎卡提方程获得

反馈控制增益。Levinson[22]等人在 2007 年的 DARPA 挑战赛中将 LQR 算法应用于斯

坦福大学参赛车辆 Junior 上，实现了对油门、制动以及转向的综合控制，提升舒适度

的同时最大限度减小跟踪误差，完成了数百英里的轨迹跟踪控制。Zhang[23]等人将 LQR
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算法与滑模控制算法结合，通过横向位移偏差和航向偏差计算期望前轮转角，结合车

道线检测实现了对期望轨迹的精确跟踪。Park[24]等人将 LQR 算法应用于车辆漂移技

术并开发 1:10 汽车实验平台进行了方法可行性的验证，提升车辆在湿滑路面等极端条

件下的安全性。Meng[25]等人为提高铰接自卸车的路径跟踪性能，设计了一种基于 LQR

和遗传算法（GA）相结合的新型控制器，设计的控制器用于控制前车架中点的线速

度和角速度，仿真实验结果以及实车实验结果表明，在低速下，LQR-GA 控制器比现

有方法具有更好的跟踪性能。 

模型预测控制（Model Predictive Control, MPC）是目前轨迹跟踪领域应用最广泛

的算法之一。其基本思想是利用预先建立好的数学预测模型、系统当前状态量和未来

控制输入序列去预测控制系统未来一段时间内的状态轨迹，然后通过求解带约束的最

优控制问题获得一系列控制输入，并将第一个控制输入作用于系统，使控制系统的预

测状态轨迹不断逼近目标状态轨迹，缩小跟踪误差。且相比于前述的轨迹跟踪方法能

灵活有效地处理约束条件，能够对车辆的动力学约束考虑的更加全面和完善，也因此

受到了广泛的研究和关注。Falcone[26-29]等人首次将 MPC 算法应用于轨迹跟踪控制，

设计了自主转向系统，实现对期望路径的稳定跟踪。Chu[30]等人针对简化的车辆模型

所导致的稳态跟踪误差，设计了一种基于 PID 反馈控制与 MPC 算法相结合的轨迹跟

踪控制器，有效提升了 MPC 算法的跟踪精度和车辆转向平稳性。Jeong[31]等人针对四

轮独立转向车辆提出了一种基于线性时变车辆模型的 MPC 车辆运动控制器，经仿真

实验验证该算法能有效将转向角和驱动力矩分配给每个独立的执行机构，提升了跟踪

性能。Yoon[32]等人针对 UGVs 障碍物避撞的最优轨迹跟踪问题提出了一种结合轮胎模

型的非线性模型预测控制器，通过仿真实验验证了方法的有效性。Li[33]等人针对四轮

毂电机独立驱动的电动汽车在高速行驶时的轨迹跟踪和操纵稳定性问题，提出了一种

综合控制策略，上层由 MPC 算法计算前轮转角和附加横摆力矩，下层采用转矩最优

控制和滑膜控制结合的方法进行转矩分配，通过实验验证该方法能有效降低跟踪误

差。 

关于轨迹跟踪控制的研究还有许多，上述针对轨迹跟踪控制算法的阐述仅代表一

部分主流思想，除此之外，还有诸如 PID 的经典控制方法，以及诸如强化学习的新兴

人工智能控制算法，都能被应用于轨迹跟踪控制。综合上述研究现状调查，MPC 算

法综合控制效果更好，且适应性更强，能够处理不同情况下的约束条件。但常规的

MPC 算法缺乏对不确定性和外部干扰的考虑，而智能车辆轨迹跟踪控制中通常存在
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着许多不确定性因素会对控制器性能造成影响[34-35]，所以在存在较大程度的不确定性

和外部干扰影响时，MPC 算法的跟踪效果会变差，甚至难以维持车辆系统的稳定，

因此一些改进的鲁棒模型预测控制方法被提出。 

1.2.2 鲁棒改进的模型预测控制研究现状 

为解决轨迹跟踪控制过程中可能遭遇的外部干扰和不确定性问题，一些改进的用

于处理不确定性系统的模型预测控制算法被提出，其主要分为两类：随机模型预测控

制和鲁棒模型预测控制。 

随机模型预测控制（Stochastic MPC，SMPC）算法是一种结合随机优化理论的改

进 MPC 算法，它将不确定性视为具有期望和协方差的噪声并利用噪声的统计特性来

实现控制目标。王秋[36]等人基于 SMPC 算法设计了转向控制器，对车辆建模简化过程

中可能产生影响的未建模动态进行考虑，从而提高了主动转向控制的控制性能。方培

元[37]等人提出了一种基于 SMPC 的运动规划方法，采用质点运动模型和高斯分布对周

围动态车辆的预测轨迹进行不确定性表征，并使用 SMPC 中的机会约束进行描述，以

此建立空间位置约束，通过仿真验证了方法的有效性。Carvalho[38]等人针对动态城市

环境中自车外其他物体的不确定性问题，设计了一种结合环境模型和 SMPC 算法的集

成控制框架，在 MPC 预测中嵌入机会约束实现避撞和控制功能，同时引入风险因子

对算法保守性进行调控，通过仿真实验验证了该方法在不确定城市环境下的有效性。

但在智能驾驶系统中，对噪声的完整概率描述通常难以获得，因此 SMPC 算法在实际

应用中仍存在困难。而在 RMPC 中，不确定性被描述为有界的扰动集，这使得其在智

能驾驶系统中应用更为合理和容易。 

鲁棒模型预测控制（Robust MPC，RMPC）算法主要有两种，分别是 Min-max MPC

和 Tube MPC。Min-max MPC 考虑由不确定性所能引起的最坏的情况，保证系统在最

坏情况下仍能稳定运行，即在任意一种不确定性的影响下系统仍能稳定运行[39]。

Peng[40]等人针对由时变、不确定车辆动力学特性和外部扰动引起的模型失配问题，以

四轮独立驱动电动车辆为研究对象，提出了一种基于 Min-max MPC 的协调路径跟踪

和横摆力矩控制方法，通过仿真实验证实该方法能有效增强系统鲁棒性，提升路径跟

踪精度。虽然 Min-max MPC 可以使约束能被所有不确定性所满足，但此方法极其保

守，可能会导致控制问题没有可行解，因此应用较少。 

近年来，Tube MPC 算法在车辆控制领域被越来越广泛地使用。Tube MPC 将理想



北京理工大学硕士学位论文 

 5 

标称系统和实际系统相分离。通过设计状态反馈增益矩阵，构建状态误差系统。并基

于不变集理论将实际系统状态轨迹约束在以标称系统状态轨迹为中心的容许区域内，

确保在存在不确定性的情况下，实际系统的状态轨迹尽可能贴近标称系统的理想状态

轨迹。Mata[41]等人基于线性时不变的二自由度自行车模型和 Tube MPC 解决了在横向

路径跟踪过程中车速不确定性问题，并考虑了严格的控制信号和横向路径跟踪误差的

约束，通过仿真实验验证了该方法能在较大车速范围内保证路径跟踪精度和车辆的行

驶稳定性。Rathai[42]等人以车道保持系统为研究对象，为保证车辆在存在扰动情况下

的稳定性，提出了一种基于线性时变模型的鲁棒 Tube MPC 控制器，使用 LMI 和 SDP

预先计算鲁棒反馈增益，仿真实验结果表明与所提出控制器与 CLQR 控制器相比具有

更好的车道保持控制效果和行驶稳定性。Wischnewski[43]等人将 Tube MPC 算法应用于

自动驾驶赛车操纵极限下的控制，用于抑制控制过程中非线性效应和外部干扰的影

响，在硬件在环平台上的实验结果表明，其相比于 MPC 算法和 LQR 算法能在较少违

法加速度约束的情况下保持相当的圈速，因此被认为具有实际应用意义。Alcalá[44]等

人针对高速和外部干扰场景，提出了一种在线 T-MPC 算法，基于线性时变车辆模型

设计了由标称控制器和校正局部控制器组成的解决方案，使用 H 控制设计得到局部

控制器的反馈增益，并采用 zonotope 替代 polytope 计算不变集，提高了计算效率，通

过仿真实验与 LQR 算法对比，该算法能有效抑制外部干扰，提升跟踪精度。相比于

SMPC 和 Min-max MPC，Tube MPC 不需要扰动的完整概率描述，只需要其上下边界，

且具有较小的保守性。 

1.3 本文主要研究内容及技术路线 

本文以阿克曼转向的智能车辆为研究对象，本文的主要研究内容是考虑外部干扰

和参数不确定性情况下的智能车辆轨迹跟踪控制问题，提出了一种基于鲁棒模型预测

控制的轨迹跟踪控制架构。研究内容具体包括车辆动力学模型和扰动边界在线辨识方

法；基于 Tube MPC 算法上层轨迹跟踪鲁棒控制策略；基于前馈和反馈结合的下层加

速度跟踪控制策略；基于 MATLAB/Simulink 和 Carsim 的轨迹跟踪鲁棒控制联合仿真

实验验证。 

如图 1.1 所示为全文技术路线架构图，图中说明了框架中各部分研究内容的输入

输出关系。首先针对本文控制架构进行车辆模型的构建，在车辆点质量动力学模型基

础上推导了 Frenet 坐标系下的跟踪误差模型，针对外部干扰及参数不确定性问题，通
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过引入横、纵向动力学附加扰动构建了控制系统模型，针对横、纵向动力学扰动信号

设计了 RUMI 扰动边界在线辨识方法，实时辨识得到的横、纵向动力学扰动边界将输

出给基于 Tube MPC 的上层轨迹跟踪鲁棒控制器，用于构建 Tube 不变集并收紧约束

条件，随后 Tube MPC 控制将依据车辆状态及参考轨迹信息求解输出期望的横、纵向

加速度信号给到下层基于前馈和反馈结合的加速度跟踪控制器，下层加速度跟踪控制

对期望加速度信号进行跟踪输出期望的车辆控制动作，即前轮转角和纵向力，通过前

馈修正以及延迟优化策略对控制动作进行调整后输出给被控车辆完成一次控制循环。 

智能车辆轨迹跟踪鲁棒模型预测控制架构

基于Tube MPC的上层轨迹跟踪鲁棒控制 基于前馈和反馈结合的下层加速度跟踪控制车辆模型及扰动边界在线辨识
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图 1.1 全文技术路线架构图 

1.4 论文整体框架 

论文整体框架如图 1.2 所示，论文的章节安排如下： 

在第一章中，概述了本文选题的目的和意义，对智能车辆轨迹跟踪控制技术和鲁

棒模型预测控制技术的研究现状和发展趋势进行阐述，对本文的主要研究内容及全文

技术路线架构进行介绍，最后对论文整体框架和章节安排进行介绍。 

在第二章中，建立上层分层控制架构，针对其控制结构特点，建立车辆点质量动

力学模型，并推导了 Frenet 坐标系下跟踪误差模型，引入校正加速度和扰动信号构建

控制系统模型的状态空间方程，针对扰动边界，设计了基于 NLMS 和 QE 结合的 RUMI

扰动边界在线辨识方法，并对该方法辨识效果进行仿真验证。 
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在第三章中，设计了基于 Tube MPC 算法的上层轨迹跟踪鲁棒控制策略，构建了

状态误差系统，提出了基于鲁棒不变集的约束收紧方法，设计了 Tube 不变集的计算

方法和描述方式，针对轨迹跟踪鲁棒控制问题分别进行了反馈增益求解和计算、优化

问题构建、约束条件收紧以及终端代价函数和终端约束集的设计。 

在第四章中，针对上层控制器输出的期望加速度信号，设计了基于前馈和反馈结

合的下层加速度跟踪控制策略，针对固定输入输出关系所造成的前馈偏差问题，设计

了基于误差模型在线估计的前馈修正策略，针对执行器延迟问题，设计了基于模型参

考自适应控制算法的延迟优化策略。 

在第五章中，利用 Simulink 和 Carsim 建立联合仿真平台，设置外部干扰及参数

不确定性工况，对所提出 Tube MPC 轨迹跟踪鲁棒控制策略与常规 MPC 算法进行跟

踪精度和鲁棒性的对比实验，对下层加速度跟踪控制及其优化策略有效性进行验证。 

在第六章中，对全文内容进行总结，归纳本文的主要贡献和创新点，对未来工作

内容进行展望和设想。 

车辆动力学模型构建 扰动边界在线辨识

第二章 车辆模型及扰动边界在线辨识

• Cartesian坐标系车辆点质量模型

• Frenet坐标系跟踪误差模型

• 考虑扰动的轨迹跟踪误差模型

• NLMS算法辨识结构化不确定性

• RQE算法辨识非结构化不确定性

• 扰动边界在线辨识方法仿真对比验证

第三章 基于Tube MPC的上层轨迹跟踪鲁棒控制策略

Tube MPC轨迹跟踪鲁棒控制器

• 反馈增益设计求解

• 优化问题及约束条件收紧

• 终端代价函数及终端约束集设计

状态误差系统构

建

• 理想标称系统

• 带扰动实际系

统

• 状态误差系统

Tube不变集优化

设计

• 在线可达集计

算方法

• 椭圆不变集描

述形式

第四章 下层加速度跟踪控制及优化策略

• 横向加速度跟踪控制

• 纵向加速度跟踪控制

基于前馈和反馈结合的加速度跟踪

控制器

基于误差模型估

计的前馈修正

• NLMS纵向前

馈项修正

• RLS横向前馈

项修正

MRAC执行器延

迟优化

• 转向角MRAC

控制器

• 纵向力MRAC

控制器

第
五
章
 

智
能
车
辆
轨
迹
跟
踪
控
制
仿
真
实

验

加速度跟踪控制及

优化策略验证实验

• 前馈修正效果

对比验证

• 延迟优化效果

对比验证

Tube MPC与MPC轨
迹跟踪鲁棒性对比

实验

• 附加强外部干

扰工况

• 参数不确定性

工况

 

图 1.2 论文整体框架图 
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第2章 车辆模型及扰动边界在线辨识 

建立能够准确描述轨迹跟踪控制系统动态响应特性的数学模型是设计轨迹跟踪

控制器的基础。跟踪控制器的实时性和控制准确性对保证智能车辆沿参考轨迹安全行

驶有着重要影响，在建模时应尽可能减小计算复杂度，同时在明确控制需求的情况下，

能精确描述系统特征。针对不确定性系统的控制模型，还需在建模时将不确定性信号

纳入考虑。综合上述要求，本文设计了以车辆点质量模型为基础的跟踪误差模型，同

时引入校正加速度作为控制输入，添加横、纵向动力学附加扰动，构建了控制系统的

状态空间方程，并针对其中扰动信号边界的辨识问题，设计了一种基于归一化最小均

方算法（Normalized Least Mean Square，NLMS）与递归分位数估计算法（Recursive 

Quantile Estimation，RQE）相结合的扰动边界在线辨识方法。 

2.1 轨迹跟踪控制系统结构分析及建模分析 

2.1.1 轨迹跟踪控制系统结构分析 

应用于轨迹跟踪控制中的 MPC 算法通常以二自由度单轨车辆模型作为其预测模

型，通过对非线性的预测模型进行线性化和离散化，可将最优控制问题转化为易于求

解的二次规划问题，最终直接对车辆的转向角和纵向车速进行控制。这种控制策略通

常忽略了跟踪过程中的不确定性和外部干扰，当存在较大的扰动信号时，控制系统的

跟踪精度会下降，甚至失稳。为解决该问题，本文将不确定性和外部干扰视为车辆横、

纵向动力学上的附加扰动，提出了基于 Tube MPC 的轨迹跟踪鲁棒控制方法用于抑制

扰动对控制效果的影响。同时，Tube MPC 相比于 MPC 进一步提升了计算量，针对此

问题，本文提出了如图 2.1 所示的上下分层控制结构，将计算量合理分配，上层为考

虑参数不确定性和外部干扰的 Tube MPC 轨迹跟踪鲁棒控制器，结合参考轨迹、车辆

状态以及扰动范围信息，计算出期望横、纵向加速度信号。下层则为加速度跟踪控制

器，对期望加速度进行跟踪，输出对车辆的控制指令，即前轮转角和纵向力。该控制

结构设计具有一定优势，因为它可以通过简单高效的下层控制算法来减少剩余的执行

机构相关的参数不确定性，而不会增加 Tube MPC 中预测模型的复杂性。 

针对本文控制系统结构，为后文建模和控制器构建做出如下假设：本文的被控对

象为采用阿克曼转向结构的前轮转向乘用车辆；参考轨迹信息将由智能驾驶系统上游

的轨迹规划模块得到，包括纵向的轨迹信息，即车速、纵向加速度，以及横向的轨迹



北京理工大学硕士学位论文 

 9 

信息，即曲率、行驶距离、航向角、位置坐标等。车辆状态信息和定位信息将由智能

驾驶系统的状态估计模块得到，利用合理传感器、估计和滤波算法获取。 

轨
迹
点
匹
配

Tube MPC轨
迹跟踪鲁棒控

制器

加速度跟踪控制器

被
控
车
辆

横向加速度跟踪

纵向加速度跟踪

参考轨迹
扰动范围

边界

车辆状态信息

期望纵向
加速度

期望横向
加速度

定位信息
+车辆状态

转向角

纵向力

上层 下层

 

图 2.1 轨迹跟踪控制系统结构图 

2.1.2 轨迹跟踪鲁棒控制车辆模型分析 

本文的车辆模型主要服务于上层 Tube MPC 轨迹跟踪鲁棒控制器，选择合适的车

辆模型对于提高控制算法的控制性能和计算效率有很大的帮助。目前针对车辆的建模

方法主要有几何模型、运动学模型以及动力学模型三种[45]。 

车辆几何模型通常用于描述自车位置、尺寸信息与参考轨迹之间的几何关系，该

模型最常见于纯跟踪算法和 Stanley 算法，两种算法均是基于车辆和参考轨迹之间的

几何偏差信息，计算出前轮转角。该模型的主要优势为简单高效，但缺点也较为明显，

因为没有考虑车辆自身的速度、加速度、横摆角速度信息，导致其仅适用于低速工况。

车辆运动学模型是用于描述车辆运动状态和运动规律的数学模型，主要考虑了车辆的

位置、速度、加速度及横摆角速度信息，而不考虑主要于轮胎力相关的横、纵向动力

学特性影响，默认车轮为刚性物体，其速度方向即为轮毂纵轴方向。应用于跟踪控制

时，通常使用在低速场景，因为在高速场景中，由于轮胎侧偏角的存在，轮胎力对车

辆运动状态的影响将无法再被忽略。车辆动力学模型则是通过牛顿力学关系建立的。

需要考虑车辆与地面之间力的影响，考虑了轮胎特性即轮胎的侧偏，在高速和低速工

况下均适用，但在高速情况下通常需要进行前轮转角的小角度假设，相比于运动学模

型在更为精准，也相对更复杂。因此成为轨迹跟踪控制领域应用最为广泛的车辆模型。 

在本文提出的控制系统结构中，上层轨迹跟踪鲁棒控制器需要处理横、纵向动力

学上的附加扰动，即扰动主要对横、纵向加速度造成影响，因此本文选择对动力学模

型进行建模。车辆动力学建模时需要对复杂度和精确度进行权衡[46]，基于文献[47-49]
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中已有的良好结果，本文选择以加速度约束的点质量模型作为上层轨迹跟踪鲁棒控制

器的车辆模型，假设横向和纵向加速度能够被下层加速度控制器完全跟踪，点质量模

型就能准确地表示车辆动力学关系[43]。该模型与其他基于线性或非线性轮胎模型的车

辆模型相比，能充分降低模型复杂度，因为后者需要更多的参数辨识工作，并导致复

杂的数值优化问题。轮胎模型方面的参数不确定性通过下层控制器去抑制。 

2.2 考虑扰动的轨迹跟踪误差模型 

2.2.1 Frenet 坐标系与 Cartesian 坐标系转换 

车辆动力学模型通常所描述的是车辆受力与运动之间的关系，并不能直接应用于

轨迹跟踪控制。为实现智能车辆的轨迹跟踪控制，需要将参考轨迹信息与车辆动力学

模型相结合，构造轨迹跟踪误差模型，通过最小化车辆自身位置于参考轨迹之间的偏

差信息计算相应的控制指令，驱使车辆跟踪参考轨迹[50]。 

车辆动力学模型通常在 Cartesian 坐标系下建立，也称为笛卡尔坐标系。虽然在

Cartesian 坐标系下能较为直观的反映参考轨迹与车辆的位置信息，但对于计算车辆与

参考轨迹间的相对位置偏差则较为复杂。而 Frenet 坐标系则是一种基于道路中心线的

移动坐标系，Frenet 坐标系重点表述了车辆与参考轨迹的相对位置信息，可使车辆跟

踪偏差有更简单的表述方式。如图 2.2 所示为 Frenet 坐标系与 Cartesian 坐标系之间的

关系，Frenet 坐标系使用变量 s 和 d 描述车辆与参考轨迹的相对位置信息，其中，s

表示车辆沿参考轨迹的行驶距离，即 Frenet 坐标系下的纵坐标，d 表示车辆质心与参

考轨迹的横向偏差，即 Frenet 坐标系下的横坐标。综上所述，本文选择在 Frenet 坐标

系下构建轨迹跟踪误差模型，下文将对两种坐标系的转换关系进行推导。 

起始点

y

x

参考轨迹

s

d

(x,y)

 

图 2.2 Frenet 坐标系与 Cartesian 坐标系关系示意图 
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rn


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图 2.3 Frenet 坐标系与 Cartesian 坐标系转换关系 

如图  2.3 所示，车辆质心位于 A 点处，单位切向向量为  ，易知

( ) ( )cos ,sin  =    ，单位法向量为 n ，易知 ( ) ( )sin ,cosn  = −   ，A 点在 Cartesian

坐标系下的坐标为 ( ),x y ，记为 r ，车速记为 v ，加速度为 a ，航向角为 ，曲率为 ，

在 Cartesian 坐标系下，车辆运动状态描述为 , , , ,r v a   ，而在 Frenet 坐标系下，车

辆运动状态需要被描述为 , , , , , , ,s s s d d d d d  
 ，其中， d ds s t= 表示 Frenet 纵坐标对

时间的导数，也即车辆沿参考轨迹的纵向速度； d ds s t= 表示沿参考轨迹的纵向加速

度； d dd d t= 表示Frenet横坐标对时间的导数，也即沿参考轨迹的横向速度； d dd d t=

表示沿参考轨迹的横向加速度； d dd d s = 表示 Frenet 横坐标对纵坐标的一阶导；

d dd d s = 表示 Frenet 横坐标对纵坐标的二阶导。 

匹配点的寻找方法：遍历当前位置到参考轨迹所有采样点的距离，寻找到距离最

短的采样点即为匹配点。 

    min 1 2 3, index min , , ,d d d d=  (2.1) 

图中 A 点在参考轨迹上的匹配点为A，投影点在参考轨迹上的方位角为 r ，曲

率为 r ，A的单位切向量为 r ，易知 ( ) ( )cos ,sinr r r  =   ，单位法向量为 rn ，易知

( ) ( )sin ,cosr r rn  = −  ，Cartesian 坐标系下该点的坐标为 ( ),r rx y ，记为 rr 。 

由平面几何可知，三角形AOA满足， 
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 r rr r d n= +   (2.2) 

将式(2.2)改写为 r rd n r r = − ，两边点乘 rn 可得， 

 ( )r rd r r n= −   (2.3) 

对式(2.3)两边对时间求导可得， 

 ( ) ( )r r r rd r r n r r n= −  + −   (2.4) 

在 Frenet 坐标系中，易得如下辅助公式， 

 
r r

r r r

r r r

r v v

r s

sn

n s





 

 

 = =


=


=


= −

 (2.5) 

将(2.5)中各式代入到式(2.4)中整理可得车辆沿参考轨迹纵向速度为， 

 
cos

1 r

v
s

d






=

−
 (2.6) 

式中， r   = − 。 

同时可得车辆沿参考轨迹的横向车速为， 

 sind v =   (2.7) 

对式(2.7)两端对时间求导可得车辆沿参考轨迹的横向加速度为， 

 
( )sin sin

sin cosx

d v v

a v

 

  

=  + 

=  +  
 (2.8) 

式中， r rv s     = − = − ，且有
2

ya v= ，因此上式也可表达为， 

 sin cos cosx y rd a a sv   =  +  −   (2.9) 

因此，综上可得下文车辆动力学建模所需 Cartesian 坐标系转 Frenet 坐标系的部分

公式如下，剩余部分本文不再进行推导。 

 
cos

1 r

v
s

d






=

−
 (2.10) 

 sind v =   (2.11) 

 sin cos cosx y rd a a sv   =  +  −   (2.12) 



北京理工大学硕士学位论文 

 13 

2.2.2 轨迹跟踪误差模型建立 

在本文提出的控制系统结构中，上层轨迹跟踪鲁棒控制器需要处理横、纵向动力

学上的附加扰动，即扰动主要对横、纵向加速度造成影响。综合考虑控制结构特点和

计算复杂度，本文选择选择以加速度约束的点质量模型作为上层轨迹跟踪鲁棒控制器

的车辆模型，既满足上层控制器的控制需求，又能降低预测模型的复杂度。车辆点质

量模型忽略了车辆自身尺寸信息，将车辆假定为一个带质量的点来描述车辆运动，是

对车辆单轨模型的进一步简化，适合与 Tube MPC 算法结合使用[51]。 

O

Y

X

xF

yF



s

d

r

参考轨迹

v
u

 

图 2.4 车辆点质量模型 

在 Cartesian 坐标系下的车辆点质量模型为， 

 

cos sin

sin cos

y

x

y x

v u

x v u

y F

a m

a F

m

 

 

− 
   +
  
   =   
  
   
 
 

 (2.13) 

式中，m 表示车辆质量， xF 表示车辆前后轴上轮胎纵向力合力， yF 表示车辆前后轴

上轮胎侧向力合力，v和 xa 分别表示车身坐标系下车辆的纵向速度和纵向加速度，u 和

ya 分别表示车身坐标系下车辆的侧向速度和侧向加速度。 

为实现轨迹跟踪控制的目的，需将模型与参考轨迹信息结合，如图 2.4 所示，利

用 2.2.1 节所推导的 Cartesian 坐标系与 Frenet 坐标系转换关系，将参考轨迹信息与车

辆点质量模型结合，构建轨迹跟踪控制需要的跟踪误差模型，用于描述该模型的微分

方程组如下： 
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cos

1

sin

r

x

r

v

s d

v F

md

v

v s







 

 
   −
  
   =   
  

   
 − 

 (2.14) 

模型的状态变量包括：车辆沿参考路径的行驶距离 s，车辆质心与参考路径间的

横向跟踪偏差 d，车辆航向与参考路径航向间的航向跟踪偏差  以及车辆的纵向速

度 v。模型的控制输入为：车辆纵向驱动力 xF 和实际行驶曲率 ，其中后者通常用中

性转向假设来表示，即 l = ，式中 表示前轮转角，l 表示车辆轴距。 

车辆的动力学性能需要考虑横向加速度和纵向加速度相结合的约束条件，其通常

被近似为椭圆形式约束，但高性能驾驶实验表明[52]，菱形约束更能反映真实情况下的

动力学约束，因此点质量模型应满足如下加速度约束， 

 
,max ,max

1
yx

x y

aa

a a
+   (2.15) 

式中， ,maxxa 和 ,maxya 分别表示车身坐标系下横向和纵向加速度极限。 

此外为保证车辆行驶在车道界限范围内，需要满足如下约束， 

 d d d− +   (2.16) 

式中， d − 和 d + 分别表示参考轨迹左侧边界极限和右侧边界极限。 

为便于将上层轨迹跟踪控制问题转化为易于求解的二次规划问题，需将上述动力

学模型重新表述为一个线性系统，其中核心思想在于引入校正加速度作为控制输入。 

首先，引入控制输入转换信息 x xF ma= 和 2

yv a = ，以及式(2.9)，将动力学模型

改写成加速度的显性表达形式， 

 

cos

1

sin

sin cos cos

r

x

x y r

v
s

d
v

a
d

v
d

a a sv







   

 
   −   
   =
   

   
     +  −  

 (2.17) 

其次，引入校正加速度 xa 和 ya 将上述非线性模型构造为线性系统。其中，定

义横向校正加速度为 ya d = ，将其作为控制输入用于降低轨迹跟踪的横向偏移误差，

定义纵向校正速度为 xa v =  ，式中 rv v v = − ，其中 rv 表示纵向速度规划得到的期

望速度，将其作为控制输入用于降低纵向速度跟踪控制的跟踪误差。从而可以将式
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(2.17)构造为线性状态空间方程的形式用于构建后文的轨迹跟踪控制优化问题，同时

考虑扰动信号，得到最终的控制系统模型如下： 

 
,

,

0 0 0 1 0 1 0

0 0 1 0 0 0 0

0 0 0 0 1 0 1

a xx

y a y

v v
da

x d d
a d

d d

        
           

= = + +                               

 (2.18) 

其中，状态量为 , ,
T

x v d d =   ，控制输入为 ,
T

x yu a a =    。本文将轨迹跟踪过程所

存在的外部干扰或参数不确定性综合考虑为横、纵向动力学附加扰动 ,a xd 和 ,a yd ，将

其引入作为不确定性控制系统的扰动信号，其作用形式与 xa 和 ya 相同，可通过参

数辨识的方式确定扰动边界。上述线性系统的形式即为考虑不确定性的轨迹跟踪控制

系统模型，可用于后文 Tube MPC 优化问题的构建。 

2.2.3 加速度约束线性化推导 

为了求解，还需要将横、纵向加速度约束式(2.15)进行线性化，其中纵向加速度

表达式仍然可由上述动力学模型得到， 

 
cos

1

r
x x

r

v v
a a

s d





 
= − 

 −
 (2.19) 

纵向加速度表达式可由式(2.17)和式(2.19)得到，将式(2.19)代入式(2.17)的第四项

可得到， 

 ( )
2

sin cos cos

coscos
sin cos

1 1

y x y r

r
x y r

r r

d a a a sv

vv v
a a

s d d

   


  

 

=  =  +  − 

  
= −   +  − 

 − − 

 (2.20) 

整理可得， 

 
2cos cos

tan
cos 1 1

y r
y r x

r r

a v v
a v a

d s d

 
 

  

   
= + − −   

 −  − 
 (2.21) 

由于最优化问题的短时域性质，在进行线性化处理时将参考速度 rv 和参考曲率 r

在线性化参考点附近一段纵向范围 s 内视为定值。因此可以将式(2.19)改写为与状态量

和控制输入相关的形式， 

 
( )

( )

,

cos arcsin

, , ,
1

r

r

x x x r x

r

d
v v

v v
a d d v a a a

d

  
−     −     = − 

−

 (2.22) 

对各项求偏导可得， 
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( )

( )

( )

2

2

, 2

1

1

r

rx
x r r

r

d
v v

v va
a

d d




−  −
− 

=
 −

 (2.23) 

 
( )( )

( )

,
2

2
1 1

x
x r

r r

r

a d
a

d d
v v d

v v



= −


−  − −

− 

 (2.24) 

 ( )
( )

,
2

2

1

1 1

x
x r

r

r

a
a

v d
d

v v



= −


− −

− 

 (2.25) 

 1x

x

a

a


= −


 (2.26) 

选择路径 ( )0, 0s sd d= = ，零纵向校正加速度 ( ), 0x sa = 以及上步迭代得到的速度

曲线 r pv v v v= −  = 作为线性化参考点，并在参考点处进行泰勒展开，忽略高阶项，可

得到纵向加速度与状态量和控制量相关的线性形式， 

 , , ,x x r r p x r x x r pa a v d a v a a v −  −  +  (2.27) 

同理将式(2.21)改写为与状态量和控制输入相关的形式， 

 

( )

( )

( )
( )

( )
( )

2

, , , ,

cos arcsin

cos arcsin

1

, , , tan arcsin

y

y x y

r

r

r r

r

x x

r

a
a d d v a a

d

v v

d

v v
v v

d

d
a d d v a

v v





   =

  
   −   

  
   −   + − 

−

  
−       −   

 (2.28) 

对各项求偏导可得， 

 ( )

( )
( )

( )
22

2

cos arcsin

tan arcsin
1

ry x
r r

rr

d

v va a d
v v

d d v vd




  
   −       = −  −       − −   

 (2.29) 
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( )
( )

( )
( )

( )
( )

( )
( )

( )( ) ( )
( )

2
2

2
2

3 2
2

2

2

2

2

2

3 2
3

1

1 1

, , , tan arcsin

1
, , ,

11
r

r

y y

r

r

r

r

r

x
x

r

x x
d

d
r v vr v v

a a d

d
d

v v
v v

d

d
d

v v

a d
d d v a

v vd

d
a d d v a

v vv v





−
−

 
=

  
−  − 

 −  

−

− −
− 

  
−       −    

 
 

−   + 
−  − −  −

 

 (2.30) 

 

( )
( )

( )
( )

( )
( )

( )
( )

( )
( ) ( )

( )

2

2

3

2

3 2
2

3

2

2 2

22

2

2

2
3

1

2 1
1

1

, , , tan arcsin

, , , 1

1
r

r

y y

r

r

r
r

r r

r

r

x
x

r

d
x x v v

dr
r v

a a d

v
d

v v
v v

d d
v v

d v vd
v v

v v

a d
d d v a

v v v

d d
a d d v a

v v v v





−

−

 
=

  
−  − 

 −  

 
 
 

+ − −  − 
− −  −  −

 −  

  
−        −   

−   − +
−  −  −

( )( )4

3 2

v

 
 
 
 
 

 (2.31) 

 
( )

tan arcsin
y

x r

a d

a v v

  
=      −   

 (2.32) 

 

( )

1

cos arcsin

y

y

r

a

a d

v v


=

   
   −   

 (2.33) 

选择路径 ( )0, 0s sd d= = ，零横、纵向校正加速度 ( ), ,0, 0x s y sa a =  = 以及上步迭

代得到的速度曲线 r pv v v v= −  = 作为线性化参考点，并在参考点处进行泰勒展开，忽
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略高阶项，可得到纵向加速度与状态量和控制量相关的线性形式， 

 
( )

2 2 2
, , ,

2
x x

y r p r p y r p

p

a d d v a
a v d d v v a v

v
  

 
 − −  +  +  (2.34) 

将加速度约束式(2.15)改写为如下形式， 

 ,max ,max ,max ,maxx y y x x ya a a a a a    (2.35) 

将前文推导结果式(2.27)和式(2.34)代入式(2.35)中即可得到横、纵向加速度关于状

态量和控制输入的线性方程形式， 

 

( )

( )

, , , ,max

2 2 2

,max ,max ,max

, , ,
2

x r r p x r x x r p y

x x

r p r p y r p x x y

p

a v d a v a a v a

a d d v a
v d d v v a v a a a

v



  

 −  −  +

  
  − −  +  + 
 
 

 (2.36) 

2.3 基于 NLMS 和 RQE 的扰动边界在线辨识 

在前文控制系统建模中本文引入了横、纵向动力学附加扰动 ,a xd 和 ,a yd ，将车辆

模型构建为一个不确定性系统，为后文鲁棒控制策略的设计做准备。一个鲁棒控制策

略设计的关键要素是确定最坏情况下的系统不确定性。目前多数研究[41-43]仍采用预先

假设好固定的扰动范围边界值的方式进行鲁棒控制策略设计，这种假设为确保系统稳

定性通常存在一定的保守性。由于在系统运行之前进行保守的不确定性假设，鲁棒控

制器通常会受到性能限制。越来越多需要在安全、关键环境中进行高性能操作的系统

（如智能驾驶车辆）促使研究新的设计方法。最近，参数在线辨识方法已经成为一种

受到广泛关注的方式，其可以基于系统运行期间收集的数据在线实时辨识扰动边界

值，从而减少鲁棒控制策略的保守性。因此本文拟采用一种归一化最小均方算法

（NLMS）与递归分位数估计算法（RQE）相结合的方法，以辨识扰动信号 ,a xd 和 ,a yd

的边界值，确定扰动信号的精确边界可用于计算后文 Tube MPC 算法的 Tube 不变集，

降低鲁棒控制策略的保守性，提升控制系统的控制性能。 

2.3.1 扰动边界辨识问题描述 

设计轨迹跟踪鲁棒控制策略需要确定扰动信号范围边界，本文的扰动信号即为式

(2.18)中的横、纵向动力学附加扰动 ,a xd 和 ,a yd ，下文将对扰动边界辨识问题进行描述。

2.2 节所推导的考虑扰动的控制系统模型可描述为如下离散形式， 
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 ( ) ( ) ( )( ) ( ) ( )( )1 , , ,x k f x k u k d x k u k k+ = +  (2.37) 

式中， ( )x k 表示在 k 时刻的状态量， ( )u k 表示在 k 时刻的控制输入，d 表示扰动信号，

通常与状态量和控制输入相关。 

将扰动信号建模为如下形式， 

 ( ) ( ) ( ) ( ), , Td x u k k k r k = +  (2.38) 

 ( ) ( ) ( )( ) ( ) ( )( )1 , , , ,T

fk x k u k x k u k   =    (2.39) 

如式(2.38)所示，扰动信号被分解成结构化不确定性和非结构化不确定性，

( ) ( )T k k  为结构化不确定性部分，也可视为线性回归模型， ( )r k 为非结构化不确定

性部分。式中， ( ) fk  为基函数 ( )  的向量， ( )k 为权重系数向量。对扰动信号

采用这种分解方式可以使本文提出的估计方法适用于任意形式的有界加性扰动信号，

同时可以通过对基函数的合理选择尽可能地减小非结构化不确定性 ( )r k 的值，从而提

高扰动边界的精度，降低鲁棒控制的保守性[53]。 

扰动边界在线辨识的目的是实时更新横、纵向动力学附加扰动 ,a xd 和 ,a yd 的边界

值，用于后文 Tube MPC 轨迹跟踪鲁棒控制器在计算 Tube 不变集时使用。综上，需

要解决的问题如下，本文将进行如下式所示的扰动边界辨识： 

 ( ) ( ) ( ), , , ,d x u d x u k d x u− +   (2.40) 

为确保扰动边界辨识的可靠性，本文将采用批处理的形式进行辨识[53]，针对单批

次数量为 N 的数据，确保达到数据覆盖率为 q，数据覆盖率即表示数据处于辨识出的

上下界范围的数量占总数据量的比值，通常会设定为较高的值以确保绝大多数正常采

样点位于所辨识的边界范围内，剔除少数超出边界的异常点，即确保式(2.40)对总量

为 Nq 的数据成立。 

由此，上述扰动边界辨识问题也可改写为如下形式， 

 
( ) ( )

( ) ( )

, , ,

, , ,

d x u k d x u

d x u k d x u

+

−

 




 (2.41) 

式(2.41)中的两式分别对数据量为 Nq+ 和 Nq− 的数据成立，其中 q+ 和 q− 分别表示

上下两式对应的数据覆盖率，其可以被视为对上、下分位数概率解释的等效。q+ 和 q−

的值通常被确定为能覆盖较大范围的数值，例如， 0.99q+ = 和 0.01q− = ，这意味着满

足式(2.40)的整体数据覆盖率为 0.98q q q+ −= − = 。 

2.3.2 归一化最小均方算法 
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针对扰动信号模型式(2.38)中结构化不确定部分性 ( ) ( )T k k  ，需要选择合适的

辨识方法实时更新权重系数 ( )k 。最小均方算法（Least Mean Square, LMS）是一种

常用的自适应滤波算法，也可用于线性模型的参数辨识，LMS 算法的核心思想是通过

迭代更新权值，使得误差信号的均方差最小化。它是一种基于梯度下降的优化算法，

根据当前权值对目标函数的梯度进行估计，然后调整权值以使误差最小化。其具有原

理简单、收敛速度较快而且适用范围广等优点。然而， LMS 的步长也即学习率需要

预先设定，在滤波过程中无法调整，因此在设计上需要对稳态误差和收敛速度做出权

衡，两者不可兼得，步长大则收敛速度快，但误差较大；步长小，可提升精度减小误

差，但收敛速度较慢。为解决此问题一种变步长的自适应滤波算法被提出，即归一化

最小均方（Normalized Least Mean Square，NLMS）算法[54]。该算法在滤波过程中能

够实时调整步长，刚开始步长大，收敛快；收敛后，减小步长，保证较高收敛精度。

本文将采用 NLMS 算法用于估计扰动信号模型中的结构化不确定性部分。 

对于如下线性回归模型， 

 ( ) 0 1 1x n ny w w x w x= + + +  (2.42) 

写成矢量形式如下， 

 w xTy =  (2.43) 

传统 LMS 算法流程如下， 

1) 给定 ( )w 0  

2) 计算输出值： ( ) ( ) ( )w xTy k k k=  

3) 计算估计误差： ( ) ( ) ( )e k d k y k= −  

4) 权重系数更新： ( ) ( ) ( ) ( )w 1 w xk k e k k+ = +  

其中， ( )d k 表示期望响应， ( )y k 称为对期望响应的估计， ( )x k 表示输入信号的向量，

( )w k 表示权重系数向量，  表示步长，也称为学习率。 

LMS 算法的核心思想是通过梯度下降法进行学习，迭代训练，计算更新权重系数，

直至达到收敛条件。但由于 LMS 算法中步长是人为设定的常量，权重系数的调整量

与输入向量 ( )x k 成正比，而 ( )x k 是含有噪声的信号，当 ( )x k 较大时，LMS 算法会出

现梯度噪声放大的问题，为了克服这个问题，可以采用 NLMS 算法，因为其使用输入

向量的平方欧式范数对权重系数调整量进行了归一化。 

NLMS 算法的设计准则可以表述为带约束的优化问题：给定输入向量 ( )x k 和期

望响应 ( )d k ，确定更新后的权重系数向量 ( )w 1k + ，以使下式的平方欧式范数最小， 
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 ( ) ( ) ( )w 1 w 1 wk k k + = + −  (2.44) 

并受制于以下约束条件， 

 ( ) ( ) ( )w 1 xT k k d k+ =  (2.45) 

可以使用拉格朗日乘子法解决该带约束的优化问题。根据此方法，上述问题的代

价函数可以描述为， 

 ( ) ( ) ( ) ( ) ( )( )
2

w 1 w 1 xTJ k k d k k k=  + + − +  (2.46) 

其中， 为拉格朗日乘子。 

为寻找使 ( )J k 最小化的 ( )w 1k + ，令 ( )J k 对 ( )w 1T k + 求导，并令其值为 0， 

 
( )

( )
( ) ( )( ) ( )2 w 1 w x 0

w 1T

J k
k k k

k



= + − − =

 +
 (2.47) 

可得， 

 ( ) ( ) ( )
1

w 1 w x
2

k k k+ = +  (2.48) 

将式(2.48)代入(2.45)，以求解 ， 

 

( ) ( ) ( ) ( )

( ) ( ) ( )
2

1
w x x

2

1
w x x

2

T

T

d k k k k

k k k





 
= + 

 

= +

 (2.49) 

由此可得， 

 

( ) ( ) ( )( )
( )

( )

( )

2

2

2 w x

x

2

x

Td k k k

k

e k

k


−

=

=

 (2.50) 

结合上述结果，可以推导出 ( )w 1k + 的最优值，即由式(2.48)和式(2.50)可得， 

 ( )
( )

( ) ( )2

1
w 1 x

x
k e k k

k
 + =  (2.51) 

为了对权重系数向量的增量变化进行控制而不改变向量的方向，引入一个正的实

数标量因子  作为学习率，与 LMS 算法中的学习率一致，即有， 

 ( )
( )

( ) ( )2
w 1 x

x
k e k k

k


 + =  (2.52) 



北京理工大学硕士学位论文 

 22 

为了保证分母不为零，令 ( )
2

x k 加上一个常数 ( )0 1   ，从而得到权重系数

更新公式， 

 ( )
( )

( ) ( )2
w 1 x

x
k e k k

k




 + =

+
 (2.53) 

综上所述，NLMS 算法流程如下： 

1) 给定 ( )w 0  

2) 计算输出值： ( ) ( ) ( )w x
T

y k k k=  

3) 计算估计误差： ( ) ( ) ( )e k d k y k= −  

4) 权重系数更新： ( ) ( )
( )

( ) ( )2
w 1 w x

x
k k e k k

k




+ = +

+
 

2.3.3 递归分位数估计算法 

2.3.2 节中的 NLMS 算法完成了对扰动信号模型式(2.38)中结构化不确定部分性

( ) ( )T k k  的辨识，扰动模型中剩余的非结构化不确定性 ( )r k 的辨识则可以视为对残

差 ( ) ( ) ( ), , Td x u k k k − 上下边界的辨识。用于估计残差上下界的一种最基本的想法

就是将所有数据存储起来并进行排序从而寻找指定数据比例的分位数来确定。然而，

这种方式无法适用于连续的数据流，由于受到存储空间和计算力的限制，本文拟采用

递归分位数估计算法（Recursive Quantile Estimation，RQE）对扰动信号模型中的非结

构部分的上下边界进行估计[55]。下文将进行递归分位数估计算法更新公式的推导。 

根据分位数的定义，我们可以通过最小化如下函数确定分位数， 

 ( )ˆ R
ˆ ˆ: :

ˆ ˆarg min 1

i i

i i

i i

J


 

 
   

     


 

 
= − + − −  

 
   (2.54) 

式中， i 为实际输出值， ˆ
 为分位数估计值，而 为其对应的分位比例值。 

为了便于求解，将式(2.54)改写为加权最小二乘的形式， 

 ( ) ( )( )
2 2

ˆ ˆ: :

1 ˆ ˆ1
2

i i

i i

i i

J
n

 

 

   

     
 

 
= − + − −  

 
   (2.55) 

式中，n 为数据量，该式即可视为回归模型的损失函数，通过最小化损失函数可求得

分位数估计公式。 

定义分位数的经验估计式为， 
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 ( ) ( )
1

1ˆ ˆˆ
n

i

i

I
n

    
=

=   (2.56) 

式中， ( )I  为示性函数，即当括号内条件为真时，取值为 1，当括号内条件为假时，

取值为 0。 

则可以得到分位数估计的更新公式， 

 

( ) ( )
( )

( ) ( )( ) ( ) ( )( )

( ) ( )( )( ) ( ) ( )( )

ˆ ˆ: :

ˆ ˆ1
ˆ

1ˆ ˆ ˆ1

ˆ ˆ ˆˆ ˆ1 1

i i

i i

i i

J
k k

k

k k k
n

k k k

 

 



  

   

  

  


       

       

 


+ = +



 
= + − + − −  

 

= + − − −

   (2.57) 

式中， 0  为分位数估计的学习率。 

2.3.4 扰动边界在线辨识方法 

如图 2.5 所示为本文所提出的归一化最小均方算法和递归分位数估计算法相结

合的扰动边界在线辨识方法结构示意图，在后文中将其统称为递归不确定性模型辨识

（Recursive Uncertainty Model Identification, RUMI）。 

不确定性采样生成 递归分位数估计

归一化最小均方估计

( ), ,d x u k r

r̂+ r̂−

d̂ +

d̂ −

ˆT 

ˆT 

T −

 

图 2.5 RUMI 递归不确定性在线辨识方法示意图 

不确定性采样得到的扰动信号数据 ( ), ,d x u k ，采用归一化最小均方估计算法可以

为结构化不确定性部分的权重系数提供一个 L2 最优估计 ˆ f  [56]，随后非结构化不

确定性 ( ) ( ) ( )ˆ, , Tr k d x u k k = − 可由递归分位数估计算法估计得出其上界 ( )r̂ k+ 和下

界 ( )r̂ k− ，结合两种估计算法的结果可以最终得出扰动信号模型上下界的估计结果。 

 
( )( ) ( ) ( )

( )( ) ( ) ( )

ˆ ˆ ˆ

ˆ ˆ ˆ

T

T

d k k r k

d k k r k

  

  

+ +

− −

 = +


= +

 (2.58) 
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根据 2.3.2 节中的 NLMS 算法原理并结合本文的扰动信号模型，针对扰动模型中

的结构化不确定性部分 ( ) ( )T k k  ，将 N 步采样扰动信号数据作为一批次，可得到其

权重系数估计结果批处理形式的更新公式为： 

 ( ) ( )
( )

( ) ( )
( ) ( ) ( )( )

1

ˆ ˆ ˆ1
k N

T

T
i k

i
k k d i i k

i i


    

  

+ −

=

+ = + −
+

  (2.59) 

式中， 0  为学习率， 0  为较小的常数量。 

根据 2.3.3 节中 RQE 算法原理，设定批处理形式的分位数的经验估计为如下形式： 

 ( ) ( )( )
11

ˆ ˆ ˆ,
k N

i k

r k I r i r
N


+ −

+ +

=

=   (2.60) 

由于本文以加速度偏差的绝对值作为扰动采样信号，因此则针对扰动模型中非结

构化不确定性部分 ( )r k 仅需要辨识上界 ( )r̂ k+ ，其批处理形式的递归估计公式如下： 

 
( ) ( ) ( )( )( )

( ) ( )( )

ˆˆ ˆ ˆ1 ,

ˆ ˆ1 ,

r k N r k q r k k

q r k k

 

 

+ + + +

+ +

+ = + −

− −
 (2.61) 

2.3.5 在线辨识方法仿真对比分析 

为验证本文所提出 RUMI 方法的有效性，选择与高斯过程回归（Gaussian Process 

Regression, GPR）算法和贝叶斯线性回归（Bayesian Linear Regression, BLR）方法进

行仿真对比验证，这两种方法目前均在基于学习的控制领域得到广泛应用[57-60]。 

在 Python 中分别编写了 GPR，BLR 以及 RUMI 代码，其中 BLR 的实现是基于文

献[56]和[58]所提出的方法，GPR 的实现是基于文献[61]所提出的方法。在仿真中设置

如下基于径向基函数的基准测试模型所生成的数据流作为扰动信号： 

 ( ) ( ) ( )Td k k k  = +  (2.62) 

式中， ( )T k 为径向基函数的向量， ( )k 为噪声信号，分别构建了高斯噪声和非高斯

噪声信号。其中，高斯噪声由均值为 0，标准差为 0.3 的高斯分布生成，非高斯噪声

则由两个移位的高斯分布构建组成。在仿真过程中，共生成了 20 批次采样信号，每

批次信号共包含 60000 个采样信号，并将目标数据覆盖率设定为 80%，仿真结果如图 

2.6 所示，分析如下： 
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（a）高斯噪声辨识效果 

 

（b）非高斯噪声辨识效果 

图 2.6 不确定性辨识效果对比 
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如图 2.6 (a)所示为三种算法对高斯噪声扰动信号边界的辨识效果，由图可见，三

种算法均可以将数据覆盖率收敛到目标数据覆盖率左右，即意味着所辨识得到的扰动

边界内包含了 80%左右的采样数据量，三种算法均成功辨识到正确的扰动边界。而图 

2.6 (b)所示的情况则有所不同，在对非高斯噪声扰动信号的辨识结果中，只有本文提

出的 RUMI 算法的数据覆盖率能够收敛到目标数据覆盖率，即能够成功地辨识出正确

的扰动边界值，GPR 和 BLR 算法均无法收敛到目标数据覆盖率，这在实际的扰动边

界辨识时可能会出现低估或高估的情况，从而造成鲁棒控制器的性能不稳定。 

综合上述仿真结果分析，相比于 GPR 算法和 BLR 回归算法，本文提出的 RUMI

算法因为不需要进行先验的概率假设，无论对高斯噪声和非高斯噪声都具备有效的回

归结果，适用于更宽泛的扰动信号类型。此外，如表 2-1 所示，由于算法结构简单高

效，RUMI 的计算时间相比于其他两种算法能够有效缩减，有利于与 Tube MPC 算法

相结合。 

表 2-1 每批次数据平均计算时间对比 

GPR BLR RUMI 

1321.4 ms 16.2 ms 9.1 ms 

2.3.6 基于 RUMI 的扰动边界在线辨识仿真分析 

RUMI 算法在后文中将与 Tube MPC 轨迹跟踪鲁棒控制策略相结合，用于辨识控

制系统模型(2.18)中的横、纵向动力学附加扰动 ,a xd 和 ,a xd 的边界值。在每一时刻采样

实际加速度信号与期望加速度信号的偏差值作为横、纵向动力学附加扰动的采样信

号。在 Simulink 中搭建 RUMI 算法模型与 Tube MPC 算法相结合优化控制策略的保守

性，其关系结构如图 2.7 所示，在轨迹跟踪控制过程中，RUMI 算法对横、纵向加速

度偏差信号进行实时采样，在线辨识其边界值作为横、纵向动力学附加扰动的边界值，

传递给 Tube MPC 控制器用于 Tube 不变集的构建。 

在轨迹跟踪仿真实验中，利用 RUMI 算法进行横、纵向动力学附加扰动边界在线

辨识的效果如图 2.8、图 2.9 以及图 2.10 所示。其中，图 2.8 所示为在线表示过程中

数据覆盖率的变化曲线，红色虚线表示目标数据覆盖率设定为 90%，即要求所辨识的

扰动边界内包含 90%的采样数据。由图可见，无论是横向扰动还是纵向扰动，RUMI

算法均能够将数据覆盖率在仿真开始 15 s 后收敛到目标覆盖率附近，即辨识出了正确

的扰动边界值。具体的加速度偏差采样信号点以及附加扰动边界在线辨识的结果如图 
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2.9 以及图 2.10 所示。 

 

RUMI扰动边界在线辨识

Tube MPC控制器 加速度跟踪控制器 被控车辆

, ,,a x a yd d

,x ya a

车辆状态信息

,x ya a

+

-

参考轨迹

, xF

 

图 2.7 RUMI 扰动边界辨识与 Tube MPC 控制器关系结构图 

综上所述，本文所提出的 RUMI 算法能够在轨迹跟踪鲁棒控制过程中有效地辨识

出正确的扰动边界值，并在控制过程中实时更新。将 RUMI 算法与 Tube MPC 算法相

结合，可以有效避免因提前预设扰动范围而造成的控制策略保守问题，精确地辨识出

扰动的边界值能够优化鲁棒控制策略对扰动的预估准度，降低保守性，提升控制性能。 

 

图 2.8 横、纵向扰动边界辨识数据覆盖率 
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图 2.9 纵向加速度偏差采样信号及边界辨识效果 

 

图 2.10 横向加速度偏差采样信号及边界辨识效果 

2.4 本章小结 

本章提出了基于上下分层控制的轨迹跟踪鲁棒控制策略，分析上层 Tube MPC 鲁

棒控制器的控制需求及特点，选择以点质量模型为基础的跟踪误差模型作为车辆模
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型；推导了 Frenet 坐标系与 Cartesian 坐标系的转换关系公式；推导了 Frenet 坐标系

下的跟踪误差模型；引入校正加速度作为控制输入进行线性化，同时添加横、纵向动

力学附加扰动，确定了系统的状态空间方程，推导了加速度约束的线性化形式；针对

模型中的扰动估计问题，设计了基于 NLMS 和 QE 相结合的 RUMI 扰动边界在线辨识

方法，在 Python 中通过仿真实验设置了高斯噪声和非高斯噪声，分别与高斯过程回归

和贝叶斯线性回归两种算法进行扰动边界辨识效果对比验证，结果表明 RUMI 算法能

有效辨识两种噪声扰动信号，并且拥有较短的计算时间；在 Simulink 中搭建了 RUMI

模块，并在轨迹跟踪控制仿真实验中验证了该方法对横、纵向动力学扰动边界在线辨

识的有效性。 
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第3章 基于 Tube MPC 的上层轨迹跟踪鲁棒控制策略 

智能车辆在轨迹跟踪过程中存在着相当多的不确定性因素，这其中可能有车辆外

部的干扰因素，如路面状况、风力因素等，也可能有车辆内部的参数不确定性，如质

量参数变化。当存在外部干扰或参数不确定性时，会直观地影响车辆的横、纵向动力

学性能，常规的 MPC 算法将难以维持系统的稳定性，导致跟踪误差大幅增加甚至车

辆失稳的现象。针对这个问题，本章将前一章车辆模型状态空间方程的基础上，设计

基于 Tube MPC 算法的上层轨迹跟踪鲁棒控制策略，将外部干扰和参数不确定性视为

横、纵向动力学上的附加扰动纳入算法考虑，以提高轨迹跟踪控制策略的抑制干扰能

力，提高系统鲁棒性。 

3.1 Tube MPC 算法分析 

Tube MPC 算法是将理想标称系统，即不考虑附加扰动的系统，从实际系统中分

离出来，构建两种系统之间的状态误差系统，并设计反馈控制增益，把对实际系统的

控制转化为对标称系统的控制的一种方法。本质上仍是对标称 MPC 优化问题进行求

解得到最优控制输入，再由 Tube MPC 算法中的反馈控制律将其转化为实际系统的控

制输入，由此确保实际系统的状态轨迹尽可能贴近标称系统的理想状态轨迹，并利用

约束条件将其限制在以理想状态轨迹为中心的邻域内，从而实现闭环系统的渐进稳

定，该邻域即为 Tube。下文将对 Tube MPC 算法原理进行介绍。 

3.1.1 状态误差系统构建 

Tube MPC 的核心思想之一就是将理想的标称系统与实际系统相分离，构建状态

误差系统，把对实际系统的控制转化为对标称系统的控制，从而更易于求解，因此首

先需要构建实际系统与标称系统之间的状态误差系统，下文将对此进行介绍。 

一个考虑扰动信号的线性离散系统，即实际系统如下， 

 1k k k kx Ax Bu w+ = + +  (3.1) 

其中包括状态量 nx  ，控制输入 mu  以及外部扰动信号 ow ，系统矩阵

n nA  ， n mB  都有着相对应的维度。状态量、控制输入以及外部扰动信号分别

满足如下约束条件， 

  k x k xx X A x b =   (3.2) 

  k u k uu U A u b =   (3.3) 
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  k w k ww W A w b =   (3.4) 

而将外部扰动信号置零，则可以从考虑扰动的实际系统中分离出不考虑扰动的理

想标称系统如下， 

 1k k kx Ax Bu+ = +  (3.5) 

式中， nx  和 mu  分别为标称系统的状态量和控制输入。 

通过求解如下目标函数，可以得到标称 MPC 系统的控制输入量， 

 
0 1

1 1

, ,
0 0

min
p c

Nc

N N
T T

i i j j
u u

i j

x Qx u Ru
−

− −

= =

+   (3.6) 

式中， pN 为预测时域， cN 为控制时域。求解得到的标称系统控制时域内的最优控制

输入序列为  0 1 1u , , ,
T

Ncu u u −= 。假定标称系统状态向量的初值为 0x ，则将最优控制

输入序列 u 与状态量初值共同代入标称系统状态空间方程，可迭代计算得到预测时域

内的状态向量序列 0 1 1x , , ,
T

Npx x x −
 =   ，如图 3.1 所示，预测时域内的标称系统状态

轨迹 x 由最优控制输入序列 u 作用得到，预测时域内的实际系统状态轨迹 x由最优控

制输入序列 u 和外部扰动信号w共同作用得到。由于外部扰动信号的存在，导致实际

系统状态预测轨迹偏离理想的标称系统状态预测轨迹，从而可能会造成轨迹跟踪效果

变差，甚至车辆失稳的危险情况。 

 

状态量/控制输入量

时间

历史时刻 未来时刻

kk-1 k+1 k+2 k+Np

x

x

u

标称系统控制输入标称系统状态实际系统状态

k+Nc

 

图 3.1 标称系统与实际系统状态轨迹对比图 
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相比于 MPC 求解一个开环的最优控制输入序列，Tube MPC 采用预稳定的控制策

略，为消除外部扰动导致的偏差，使实际系统的状态轨迹尽可能地接近标称系统的理

想状态轨迹，有必要构建一个误差负反馈控制律以补偿控制变量。补偿控制变量的本

质是在标称状态轨迹附近设定一个局部反馈控制器，通过闭环反馈增益 K 去消除实际

系统与标称系统之间状态轨迹的偏差[62]。则实际系统的控制律如下， 

 ( )k k k ku u K x x= + −  (3.7) 

由实际系统式(3.1)减去标称系统式(3.5)，可以构建实际系统与标称系统之间的状

态误差系统如下， 

 1k k k kx Ax Bu w+ = + +  (3.8) 

 k k kx x x= −  (3.9) 

 k k ku u u= −  (3.10) 

式中，
n

kx  为 n 维状态量误差，表示由外部扰动引起的实际系统与标称系统之间的

状态轨迹偏差量，
m

ku  为 m 维控制量偏差，表示为了弥补外部扰动所需采取的控

制输入补偿量。 

由式(3.7)和式(3.10)可得，状态误差系统的控制律为， 

 k ku Kx=  (3.11) 

则状态误差系统的闭环状态方程可写为如下形式， 

 1k K k kx A x w+ = +  (3.12) 

 KA A BK= +  (3.13) 

通过调整反馈增益矩阵 K，可以使得状态误差系统的系统矩阵 KA 成为赫尔维茨矩

阵并使得控制系统具有渐进稳定性。通常可以采用连续线性最优二次型的反馈律来构

造上述局部反馈控制器系统[59]。 

3.1.2 基于鲁棒不变集的约束条件收紧 

上文利用了 Tube MPC 将标称系统从实际系统中分离的思想，设计了预稳定的控

制策略，构建了闭环状态误差系统，以确保实际系统的状态轨迹能尽可能贴近标称系

统。本节将介绍 Tube MPC 的另一核心思想：利用不变集理论对标称系统的约束条件

进行收紧，从而保证实际系统的约束条件在存在外部扰动或参数不确定性的情况下仍

然被满足。 

约束条件的收紧需要引入鲁棒不变集 [63]，其定义如下：鲁棒不变集（Robust 
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Invariant Set）是指在系统控制理论中，为了保证系统的稳定性和性能，在给定的干扰、

噪声等不确定因素下，系统状态所能保持的一组状态集合。这个集合的特点是，无论

系统受到何种干扰或噪声的影响，系统的状态都能够保持在鲁棒不变集内，从而保证

系统的稳定性和性能满足设计要求。 

对于如式(3.1)所示的不确定性线性离散系统，假设存在非空集合 nZ  ，当且仅

当任意 k 时刻， kx Z  ， Z X ，对于 kw W  均满足， 

 1k k k kx Ax Bu w Z+ = + +   (3.14) 

则称 Z 为该系统的鲁棒不变集。 

针对约束条件收紧的计算，后文将涉及到两种集合运算操作，故在此引入。 

闵可夫斯基和： 

 ( )| ,X Y x y x X y Y +    (3.15) 

庞特里亚金差： 

 ( )| ,X Y x x y X y Y+     (3.16) 

假设 Z 为状态误差系统(3.12)的鲁棒不变集，则由鲁棒不变集的定义可知对于任

意的状态误差量初始值 k k kx x x Z= −  和任意的外部扰动量 kw W ，都可以保证

, 0, , 1k i px Z i N+  = − 。由此可知，实际系统的状态轨迹 kx 在任意外部扰动 kw W 的

影响下，都将被控制律(3.7)限制在以标称系统状态轨迹 kx 为中心的鲁棒不变集 Z 内，

即 , 0, , 1k i k i px x Z i N+ +   − 。而鲁棒不变集 Z 也即为 Tube 不变集[64]。如图 3.2 所

示为 Tube 不变集作用原理。 

2x

1x

实际系统状态轨迹

标称系统状态轨迹

Tube不变集

 

图 3.2 Tube 不变集作用原理示意图 

由实际系统的控制律式(3.7)易知，实际系统的控制输入量包含标称系统的最优控
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制输入量 ku 和由状态误差所得的反馈控制输入补偿量 ( )k kK x x− 两部分。已知在控制

过程中，需保证实际系统满足相应的状态量约束 1kx X+  和控制输入量约束 ku U ，

则标称系统的最优求解过程中必须满足的收紧约束条件如下， 

 
1k

k

x X X Z

u U U KZ

+
  =


 =
 (3.17) 

式中， X 表示标称系统的状态量容许集，U 表示标称系统的控制输入量容许集。 

3.2 Tube 不变集优化设计 

Tube MPC 算法是通过将实际系统的状态轨迹限制在以标称系统的理想状态轨迹

为中心的 Tube 不变集范围内，从而抑制外部干扰或参数不确定性对控制性能的影响。

由此可知，Tube 不变集的设计优劣将对 Tube MPC 算法的控制效果。Tube 不变集的

大小决定了标称系统状态量约束和控制输入量约束收紧的程度，Tube 不变集越大则约

束收紧程度越紧，意味着算法在应对扰动时将采取更为保守的控制动作，反之，当 Tube

不变集越小则约束收紧程度越松，虽然控制动作不会过于保守，但当存在超出扰动范

围的扰动信号时，可能会造成控制性能下降。下文将分别对 Tube 不变集的计算方法

和描述方式进行分析和选择，确定适合本文轨迹跟踪鲁棒控制策略的 Tube 不变集设

计方法。 

3.2.1 Tube 不变集计算方法分析 

目前 Tube 不变集的计算方法主要有两种，分别为最小鲁棒不变集方法和在线可

达集方法[65]。如图 3.3 所示，第一个概念是采用离线计算得到的最小鲁棒不变集去描

述 Tube，可以保证 Tube 包含在任意扰动信号和容许控制输入作用下的所有可能状态

轨迹，是获得 Tube 的一种非常直观的方法。第二个概念是采用一系列在线计算得到

的可达集去描述 Tube，由于考虑了不断累积的误差模型和外部干扰所造成的不断增大

的偏差，Tube 的尺寸将在控制过程中不断更新，随着预测范围的增大而增大，确保在

控制过程的初始阶段保守性尽可能小。下面将对两种方法展开更详细的分析。 

由 3.1.2 节中鲁棒不变集的定义可知，如果给定一个区域，在该区域内的任何一

个状态，在扰动和控制器的作用下，都已知呆在这个区域内，则称这个区域为扰动不

变集，可以想象，只要这个区域给的足够大，即把扰动考虑的足够大，则一定可以实

现这个效果，因此要找的是一个最小扰动不变集，这样可以把对扰动考虑的保守性降
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到最低。因此，最小鲁棒不变集 F 是不确定性系统所有可能状态轨迹的最小边界[63]，

也是一种获得 Tube 不变集最直接的方法。最小鲁棒不变集被证明存在且唯一[66]，其

计算公式如下， 

 
0

i

K
i

F A W



=

=   (3.18) 

在线可达集最小鲁棒不变集

道路边界约束dmax

Tube

标称状态轨迹

 

图 3.3 基于最小鲁棒不变集和基于在线可达集的 Tube MPC 方法对比 

由上式易知最小鲁棒不变集无法直接计算得到，通常需要近似计算。Rakovic 等

人[66]提出了一种 外逼近的方法近似计算最小鲁棒不变集，其采用有限次迭代寻找一

个数组 ( ), s 满足如下条件， 

 
( ) ( )

1
1

s

n

s p

A W W

F



  
−

 


− 

 (3.19) 

 
1

0

s
i

s K
i

F A W
−

=
=   (3.20) 

式中， ( )n

p  表示 p 范数球。 

基于数组 ( ), s 的最小鲁棒不变集的近似计算公式为， 

 ( ) ( )
1

, 1 sF s F 
−

= −  (3.21) 

基于最小鲁棒不变集的标称系统状态容许集 X 和控制输入容许集U 分别为， 

 ( ),X X F s=  (3.22) 

 ( ),U U KF s=  (3.23) 

由公式(3.18)可知，虽然最小鲁棒不变集是状态轨迹的最小边界，但由于是预先

离线计算得到，因此需要预先确定扰动范围，同时需要考虑无限时域内所有在扰动范

围内的可能取值，因此在控制的过程中，约束收紧的程度将从始至终保持相同，这使
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得在控制初期，扰动信号还未累积，扰动量较小时，控制动作就比较保守，导致控制

算法的性能下降。为解决此问题，降低控制算法的保守性，需要结合扰动边界在线辨

识，在线实时更新 Tube 不变集的大小，因此可以利用在线可达集方法计算 Tube 不变

集。 

在线可达集是指从初始状态开始，通过一系列的动作或决策，在有限的时间内能

够到达的状态的集合。在线可达集通常用于描述在某个任务或问题中，能够通过一系

列步骤来实现目标的状态集合。通常可由在线计算 N 步可达集实现，而 N 步可达集可

以通过多次迭代一步可达集得到，首先引入一步可达集的定义[63]： 

对于考虑加性有界不确定性的线性离散系统，任意给定状态量 kx ，在控制输

入量 ku U 的作用下，下一时刻系统状态所能达到的集合 ( )R  成为集合 的一步可

达集，即 

 ( )  1 1: , , :k k k k k k k kR x X x u U w W x Ax Bu w+ + =        = + +  (3.24) 

在每一采样时刻 k，将一步可达集在预测时域内向前迭代，获得误差系统的 N 步

可达集为[67]， 

 ( )1 , 0, , 1k i k i pR A BK R W i N+ + += +  = −  (3.25) 

式中， , 0, , 1k i pR i N+ = − 为误差系统的 i 步可达集，且 0R W= 。  

则基于 N 步可达集的标称系统状态容许集 k iX + 和控制输入容许集 k iU + 分别为， 

 , 0, , 1k i k i pX X R i N+ += = −  (3.26) 

 , 0, , 1k i k i pU U KR i N+ += = −  (3.27) 

与最小鲁棒不变集的计算公式相比，N 步可达集的迭代公式(3.25)仅考虑了预测时

域内的外部干扰，因此该方法获得的可达集 k iR + 远小于最小鲁棒不变集 ( ),F s ，并且

有 ( ), , 0, , 1k i pR F s i N+   = − 。由此可知，基于 N 步可达集的标称系统状态容许集

k iX + 和控制输入容许集 k iU + 将远大于基于最小鲁棒不变集的标称系统状态容许集 X

和控制输入容许集U 。与此同时，可达集 k iR + 会随迭代次数 i 的增加而逐渐增大，标

称系统的状态容许集 k iX + 则会随之减小，能够确保系统在初始时刻附近的保守性较

小，同时在预测范围后续不断增大的过程中考虑累积的外部扰动，保证系统的稳定性。 

综上所述，基于在线可达集的 Tube 计算方法相比于基于最小鲁棒不变集的 Tube

计算方法，在保证控制系统稳定性的同时能够降低控制算法的保守性。因此本文将采

用在线可达集方法进行 Tube 不变集计算。 



北京理工大学硕士学位论文 

 37 

3.2.2 Tube 不变集描述方式分析 

在确定 Tube 不变集计算方法后，还需确定 Tube 不变集的描述方式。不变集的描

述方式主要分为多面体不变集和椭圆不变集两种形式。其中，多面体描述方式为一种

较为通用的集合描述方式，能够更为全面地处理多种形式的干扰和不等式约束，尤其

是对非对称性的干扰处理更加准确，但应用于 Tube 不变集的描述时数学形式较为复

杂，实时计算量较大。而椭圆不变集的描述形式则是通过假设系统中所有的干扰均为

对称干扰而建立的，因此该不变集是对系统状态向量的加权平方和进行约束。椭圆不

变集约束在优化过程中具有较高的计算效率。 

由于在线计算可达集的原因，N 步可达集必须在每一采样时刻重新计算，这极大

地降低了 Tube 不变集的利用效率。研究表明，随着多面体顶点数量的增加，闵可夫

斯基和的运算时间复杂度是 ( )6O n [68,69]，因此多面体集合运算会给控制算法带来巨大

的实时计算量。因此本文采用椭圆不变集的描述方式，在确保低保守性的同时，进一

步降低控制算法的实时计算效率。 

椭圆不变集的描述方式如下， 

 ( ) ( ) ( ) 1, : 1
TnE p M x x p M x p−=  − −   (3.28) 

式中，p 为椭圆域的中心向量，通常可以选择标称系统的状态轨迹作为椭圆域的中心

轨迹。M 表示椭圆域的形状矩阵。同时，约束集可以描述为如下多面体形式， 

  , xmn

x x xX x H x h h=     (3.29) 

此外，椭圆不变集相比于多面体不变集在约束条件收紧计算时计算量更小。为便

于后文约束条件的收紧计算，在此引入椭圆不变集的相关计算操作。两个椭圆不变集

的闵可夫斯基和并不一定是椭圆形式的集合，因此，Kurzhanski[70]等人提出了一种过

近似的方法来计算两个椭圆形式集合的闵可夫斯基和，其公式如下， 

 ( ) ( ) ( ) ( )( )1

1 1 2 2 1 2 1 2, , , 1 1E p M E p M E p p c M c M−  + + + +  (3.30) 

式 中 ， ( )1 1,E p M 和 ( )2 2,E p M 分 别 表 示 两 个 任 意 的 椭 圆 不 变 集 ，

( ) ( )1 2Tr Trc M M= ， ( )Tr M 表示矩阵 M 的迹。 

此外，椭圆形式集合的仿射变换公式为， 

 ( ) ( ), , TA E p M b E Ap b AMA + = +  (3.31) 

下文将基于椭圆不变集进行 Tube MPC 优化问题及约束条件构建，针对如下考虑

扰动的线性离散系统， 
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 1k k k kx Ax Bu Dw+ = + +  (3.32) 

分离出的不带扰动理想标称系统为， 

 1k k kx Ax Bu+ = +  (3.33) 

Tube MPC 预稳定的反馈控制律为， 

 ( )k k k ku u K x x= + −  (3.34) 

根据前文引入的椭圆不变集运算操作，在此可以获得在 k 时刻的椭圆形式可达集

( ),k k kE x M =  

 ( )( ) ( ) ( )1

1 1 1
T T

k k k kM c A BK M A BK c DMD−

+ = + + + + +  (3.35) 

 ( ) ( )( ) ( )Tr Tr
T T

k kc A BK M A BK DMD= + +  (3.36) 

椭圆域的形状矩阵的取值并不依赖于初始的状态量和控制输入序列，因此可以在

优化问题公式构建之前通过公式(3.35)和公式(3.36)预先求解得到。 

上述公式允许我们构建如下最优控制问题， 

 ( )
0 1

1

, ,
0

min
p

p p
N p

N

T T T

k k k k N N
u u

k

x Qx u Ru x Px
−

−

=

+ +  (3.37) 

约束条件如下， 

 
       

       

     

1

0

, , , ,

, , , ,

, ,

, ,

1, , , 1, , , 1, ,

k k k

t

T

x k x k x xi k i k i k i k

TT

u k u k u uj k j k j k j k

x u p

x Ax Bu

x x

H x H M H h i k

H u H KM K H h j k

i m j m k N

+ = +


=


 +  



+  


  

 (3.38) 

根据 Hessem[71]等人提出的方法，对于实际系统的约束条件 k kx X 和 k ku U 可以

分别被改写为(3.38)中的不等式形式，从而作为标称系统的收紧约束条件。 

3.3 Tube MPC 轨迹跟踪鲁棒控制器设计 

上一节完成了对 Tube 不变集计算方法和描述方式的优化设计，本节将进行 Tube 

MPC 轨迹跟踪鲁棒控制器的设计，其主要结构如图 3.4 中绿色虚线内所示。其中，

闭环反馈增益将基于系统状态空间方程矩阵离线设计和计算得到，实际系统的约束集

信息将由上层的规划信息计算得到。控制算法将依据车辆的状态信息实时地进行标称
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MPC 优化问题的构建与求解，最终输出期望的横、纵向加速度给到下层的加速度跟

踪控制器，并最终输出期望的纵向力和转向角给到车辆系统以实现实时的轨迹跟踪功

能。 

闭环反馈增
益

Tube不变集

扰
动
集
形
状
矩
阵

实际系统约
束集

标称系统容许集

终端代价函
数与约束集

标称MPC代价函数求解( )k kK x x−

下层加速度
跟踪控制器

车辆系统

K

,X U

,x ya a

,x ya a− −

M

,xF 

kx

kx

ku

 

图 3.4 Tube MPC 上层轨迹跟踪鲁棒控制策略结构示意图 

3.3.1 反馈增益设计及求解 

为减小实际系统状态轨迹与标称系统状态轨迹之间的偏差，本文设计了状态误差

系统(3.12)代价函数，其中第一项与状态量误差 1kx + 相关，确保状态估计偏差尽可能小，

第二项与控制输入 ku 相关，确保较小的控制能量损耗，将该代价函数作为控制性能指

标，其表达式如下： 

 ( )  
0

, 0,1, ,T T

k i e k i k i e k i

i

J k x Q x u R u i


 + + + +

=

= + =   (3.39) 

式中， eQ 和 eR 分别表示状态误差系统中状态量和控制输入量的权重系数矩阵，状态

误差系统的反馈控制律为  , 0,1, ,k i k iu Kx i+ += =  ，K 即为 Tube MPC 所需要设计的

反馈增益矩阵。 
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为保证状态误差系统的稳定性，系统的李雅普诺夫函数 ( )V x 应该满足 ( )0 0V = ，

同时又满足， 

 ( ) ( )1 0, 0k i k iV x V x x+ + +−     (3.40) 

由式(3.39)可知，所设计控制性能指标 ( )J k 由于是无限时域无法直接计算，因此

需要获得其上界，需对 ( )V x 进行进一步约束，形式如下， 

 ( ) ( )  1 , 0,1, ,T T

k i k i k i e k i k i e k iV x V x x Q x u R u i+ + + + + + +
 −  − + =    (3.41) 

叠加公式(3.41)可得， 

 ( ) ( )kJ k V x   (3.42) 

由式(3.42)可得 ( )J k 的上界为 ( )kV x ，最小化 ( )kV x 即可最小化 ( )J k ，可以将

状态误差系统的控制性能指标转换为 ( )kV x 以便后续计算。 

综上所述，反馈增益矩阵设计应满足： 

1) 使状态误差系统的控制性能最优，即 ( )kV x 最小； 

2) 使状态误差系统稳定，即 ( )kV x 满足约束(3.41)。 

确定反馈增益矩阵的设计需求之后，下文将针对反馈增益矩阵的求解进行推导。

首先引入 Schur 补定理，其表述如下：  

对于如下的线性矩阵不等式， 

 0
T

Q S

S R

 
 

 
 (3.43) 

等价于如下形式， 

 
10, 0TR Q SR S− −   (3.44) 

或者为如下形式， 

 10, 0TQ R S Q S− −   (3.45) 

式中， TQ Q= ， TR R= ， S 为适当维数的矩阵。 

根据反馈增益矩阵设计需求，本文将采用经典的二次型函数 ( ) TV x x Px= 来定义

李雅普诺夫函数，其中 P 为正定矩阵。同时令 1S P −= ,那么有关控制性能指标函数

( ) T

k k kV x x Px= 的最小化问题就可以通过 Schur补定理转化为如下线性矩阵不等式的特

征值问题： 

 
,

min
S

  (3.46) 
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约束为， 

 0

T

k

k

I x

x S

 
 

 
 (3.47) 

为在最小化控制性能指标函数 ( )kV x 的同时保证系统稳定，应确保满足反馈增益

矩阵设计的第二条，即 ( )kV x 应满足式(3.41)，将状态误差系统的控制性能指标函数

( ) T

k k kV x x Px= 代入式(3.41)可以得到， 

 1 1

T T T T

k k k k k e k k e kx Px x Px x Q x u R u+ +
 −  − +   (3.48) 

综合状态误差系统的状态方程(3.12)以及反馈控制律(3.11)，约束条件式(3.47)可简

化为如下形式， 

 ( ) ( ) 0
T T

eA BK P A BK P K RK Q+ + − + +   (3.49) 

通过 Schur 补定理将式(3.49)整理为线性矩阵不等式形式，从而可以将其与线性矩

阵不等式特征值问题(3.46)进行联立求解。令 1P S −= ，式(3.49)即可转化为如下约束

条件形式： 

 

( ) ( )
1 1

2 2

1

2

1

2

0 0

0

0 0

0 0

T TT T

e e

e

e

S SA KS B SQ KS R

AS BKS S

Q S I

R KS I

 
+ 

 +
 


 
 
 
  

 (3.50) 

(3.46)、(3.47)以及(3.50)联立组成了一个标准的线性矩阵不等式特征值问题。利用

MATLAB 内部的 LMI Toolbox 并结合车辆参数建立和求解 LMI 系统模型，即可完成

了对上述问题的离线求解并得到状态误差系统的反馈增益矩阵 K。 

3.3.2 标称 MPC 优化问题构建 

在获得Tube不变集的形状矩阵信息之后就可以开始对标称MPC的优化问题进行

构建和求解。 

此外，为了使最优化问题求解得到的控制输入序列，即横、纵向的校正加速度 xa

和 ya ，变化更加平滑，从而得到更利于跟踪的期望加速度轨迹，同时也是为了动力

学模型能更好地匹配实际系统的行为，本文将横向和纵向加速度的变化率作为二次正

则项添加到标称 MPC 优化问题的代价函数中。同时，为了简化计算，本文将基于线
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性化参考点的横、纵向加速度值与校正加速度之和进行线性化，可得横、纵向加速度

的正则项如下， 

 ,x x op xa a a= +   (3.51) 

 ,y y op ya a a= +   (3.52) 

式中， ,x opa 和 ,y opa 分别表示横、纵向加速度在线性化参考点处的取值。 

尽管本文采用了一种鲁棒模型预测控制策略去构建优化问题，但违反扰动假设的

情况仍然可能会导致优化问题没有可行解。因此，依据精确惩罚函数的思想[43]，本文

将引入松弛因子 来软化约束。在优化问题有可行解的情况下，使用一个一范数作为

松弛成本以及一个二范数作为一个小的正则项以确保获得硬约束解。同时，作为额外

的安全措施，本文将松弛因子限制在最大违规范围的 5%，并在无法在该容许范围内

求得可行解的情况下触发安全紧急操作。 

最终得到标称 MPC 优化问题的代价函数如下， 

 ( )
1

2 2

1 21 2
0

p

p p

N

T T T

k k k k x x y y N N

k

x Qx u Ru a a x Px     
−

=

 + + + + + +  (3.53) 

式中， xa和 ya 为横、纵向加速度正则项的变化率，由连续两个阶段的近似横、纵向加

速度之差计算得到， x 和 y 分别为其相对应的代价函数权重系数。松弛因子相对应的

权重系数分别为 1 和 2 。 

3.3.3 约束条件构造及收紧 

上文完成了标称 MPC 优化问题的构建，下文将进行约束条件的构造。 

标称 MPC 优化问题的约束条件包括等式约束和不等式约束。其中，等式约束部

分主要用于根据初始时刻状态量和控制输入序列去推导预测时域的状态量，主要为以

下两式， 

 ( ) ( ) ( )1x k Ax k Bu k+ = +  (3.54) 

 ( )0 tx x=  (3.55) 

其中，式(3.54)为状态预测方程，式(3.55)中 tx 表示测量得到的当前时刻状态量，作为

状态量初值。等式约束部分主要实现 MPC 算法中的预测功能，后续将会被代入到不

等式约束中用以构建求解器易于求解的约束形式。 

根据 2.2.2 节的式(2.15)和式(2.16)可知，标称 MPC 的优化问题的不等式约束条件

包括两部分，分别为对横向距离偏差的约束和对横、纵向加速度极限的约束。其中，
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前者体现为对状态量的约束，后者体现为对控制输入量的约束。下文将对两种约束的

收紧形式进行推导。 

下文对第一部分约束进行分析，横向距离偏差的约束为如下形式， 

 ( ) ( ) ( )d k d k d k− +   (3.56) 

其中， 0,1, , 1pk N= − 表示预测时域内的第 k 时刻， ( )d k+ 和 ( )d k− 分别表示跟踪过

程中自车和参考轨迹的横向距离偏差的左右极限边界，是由上层规划信息针对道路宽

度规划获取得到的序列信息。为便于约束收紧运算以及二次规划求解器求解，将实际

系统需满足的横向跟踪偏差约束写为如式(3.29)一样的多面体形式如下， 

 ( ) ( ) , xmn

x x xX x k H x k h h=     (3.57) 

根据 3.2.2 节中所介绍的约束收紧方法，依据椭圆 Tube 不变集的形状矩阵 kM 将

约束式(3.57)收紧为如下形式，即为标称系统需满足的状态量约束： 

   ( )          
, , , ,

, 1, , , 1, ,
T

x x k x x x pi k i k i k i k
H x k H M H h i m k N+      (3.58) 

由控制系统的车辆动力学模型(2.18)可知，状态向量由速度偏差 v 、横向距离偏

差 d 和横向距离偏差变化率 d 三部分组成，即 3n = 。关于横向距离偏差的约束包括上、

下界两部分，即 2xm = 。由式(3.56)易推导得， 

    
1,

0 1 0x k
H =  (3.59) 

    
2,

0 1 0x k
H = −  (3.60) 

   ( )    
1, 1, 1,

T

x x k xk k k
h d k H M H+= −  (3.61) 

   ( )    
2, 2, 2,

T

x x k xk k k
h d k H M H−= − −  (3.62) 

下文对第二部分约束进行分析，横、纵向加速度的约束为如下形式， 

 ,max ,max ,max ,maxx y y x x ya a a a a a    (3.63) 

其中，横、纵向加速度最大极限 ,maxxa 和 ,maxya 是由上层轨迹规划得到的序列信息。易

知式(3.63)共包含以下四种情况， 

 ,max ,max ,max ,maxx y y x x ya a a a a a+   (3.64) 

 ,max ,max ,max ,maxx y y x x ya a a a a a− −   (3.65) 

 ,max ,max ,max ,maxx y y x x ya a a a a a− +   (3.66) 

 ,max ,max ,max ,maxx y y x x ya a a a a a−   (3.67) 



北京理工大学硕士学位论文 

 44 

由上式易知，横、纵向加速度极限的约束为非线性约束，为了便于将优化问题转

化为易于求解的二次规划的形式，需要对横、纵向加速度极限约束进行线性化，其中

线性化的推导过程可见本文 2.2.2 节，为便于理解，将推导结果符号化，改写为如下

形式， 

 
( ) ( )( ) ( ) ( ) ( )( ) ( ), , , , , , , ,

, ,max , ,max ,max ,max

x grad states y grad states x grad inputs y grad inputs

x op y y op x x y

a k a k x k a k a k u k

a a a a a a

+ + +

+ + 
 (3.68) 

 
( ) ( )( ) ( ) ( ) ( )( ) ( ), , , , , , , ,

, ,max , ,max ,max ,max

x grad states y grad states x grad inputs y grad inputs

x op y y op x x y

a k a k x k a k a k u k

a a a a a a

− + − +

− − 
 (3.69) 

 
( ) ( )( ) ( ) ( ) ( )( ) ( ), , , , , , , ,

, ,max , ,max ,max ,max

x grad states y grad states x grad inputs y grad inputs

x op y y op x x y

a k a k x k a k a k u k

a a a a a a

− + + − +

− + 
 (3.70) 

 
( ) ( )( ) ( ) ( ) ( )( ) ( ), , , , , , , ,

, ,max , ,max ,max ,max

x grad states y grad states x grad inputs y grad inputs

x op y y op x x y

a k a k x k a k a k u k

a a a a a a

− + −

+ − 
 (3.71) 

式中， ( ) ( ) ( ) ( ), , , ,x x xa a a

x grad states v d d
a k k k k

  

  
 =  表示在预测时域的第 k 时刻纵向加速度 xa

对各状态量的偏导项， ( ) ( ) ( ) ( ), , , ,y y ya a a

y grad states v d d
a k k k k

  

  
 =
 表示在预测时域第 k 时刻

横向加速度 ya 对各状态量的偏导项， ( ) ( ) ( ), , ,x x

x y

a a

x grad inputs a a
a k k k

 

 
 =
 表示在预测时域

的第 k 时刻纵向加速度 xa 对各控制输入量的偏导项， ( ) ( ) ( ), , ,y y

x y

a a

y grad inputs a a
a k k k

 

 
 =
 

表示在预测时域的第 k 时刻横向加速度 ya 对各控制输入量的偏导项，其中各个偏导项

的推导结果由 2.2.2 节可知。 ,x op x pa a v= 和
2

,y op pa v= 分别表示横、纵向加速度在线性

化参考点 ( )0, 0, 0, 0x yd d a a= =  =  = 处的取值。 

将实际系统需满足的控制输入量约束也写成如式(3.29)一样的多面体形式， 

 ( ) ( ) , umm

u u uU u k H u k h h=     (3.72) 

根据 3.2.2节中约束收紧方法，依据椭圆Tube不变集的形状矩阵 kM 将约束式(3.72)

收紧为如下形式，即为标称系统的控制输入约束： 

   ( )          
, , , ,

, 1, , , 1, ,
TT

u u k u u u pj k j k j k j k
H u k H KM K H h j m k N+      (3.73) 

由控制系统的车辆动力学模型(2.18)可知，控制输入量由横、纵向加速度校正量

两部分组成，即 2m = ，且加速度极限约束集在预测时域内的每个时刻包含 4 个不等

式约束，即 4um = 。由横、纵向加速度极限约束的线性化推导公式可得， 

   ( ) ( ) ( ) ( ), , , , ,max ,max1,
,u x grad inputs y grad inputs y xk

H a k a k a k a k = + = −   (3.74) 
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   ( ) ( ) ( ) ( ), , , , ,max ,max2,
,u x grad inputs y grad inputs y xk

H a k a k a k a k = − − = −   (3.75) 

   ( ) ( ) ( ) ( ), , , , ,max ,max3,
,u x grad inputs y grad inputs y xk

H a k a k a k a k = − + =    (3.76) 

   ( ) ( ) ( ) ( ), , , , ,max ,max4,
,u x grad inputs y grad inputs y xk

H a k a k a k a k = − = − −   (3.77) 

 

  ( ) ( )( ) ( )

   

,max ,max , , , ,1,

, ,max , ,max 1, 1,

u x y x grad states y grad statesk

TT

x op y y op x u k uk k

h a a a k a k x k

a a a a H KM K H

= − +

− − −
 (3.78) 

 

  ( ) ( )( ) ( )

   

,max ,max , , , ,2,

, ,max , ,max 2, 2,

u x y x grad states y grad statesk

TT

x op y y op x u k uk k

h a a a k a k x k

a a a a H KM K H

= + +

+ + −
 (3.79) 

 

  ( ) ( )( ) ( )

   

,max ,max , , , ,3,

, ,max , ,max 3, 3,

u x y x grad states y grad statesk

TT

x op y y op x u k uk k

h a a a k a k x k

a a a a H KM K H

= − − +

+ − −
 (3.80) 

 

  ( ) ( )( ) ( )

   

,max ,max , , , ,4,

, ,max , ,max 1, 4,

u x y x grad states y grad statesk

TT

x op y y op x u k uk k

h a a a k a k x k

a a a a H KM K H

= − −

− + −
 (3.81) 

在完成约束条件的构建后，易发现两个约束条件式(3.58)和式(3.73)都需要 Tube

椭圆不变集在每一时刻更新计算出其在预测时域内每一步的形状矩阵 kM ，从而能够

收紧预测时域内的每一约束条件。形状矩阵 kM 在预测时域内的更新计算需要已知当

前时刻的形状矩阵初始值 0M 以及当前时刻的扰动集形状矩阵M 。其中，由于预测时

域的初始时刻外部干扰引起的偏差累积可近似视为零，因此形状矩阵初始值被设定为

接近零矩阵的形式，即， 

 

8

8

0

8

1 10 0 0

0 1 10 0

0 0 1 10

M

−

−

−

 
 

=  
  

 (3.82) 

扰动集形状矩阵M 则由扰动边界在线辨识得到的横、纵向加速度扰动边界 ,a xd 和

,a yd 得到，扰动边界在线辨识所采用的方法为 2.3.4 节中所介绍的方法。扰动集形状矩

阵M 的形式如下， 

 

2

,

2

,

0

0

a x

a y

d
M

d

 
=  

  

 (3.83) 
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同时，由于外部干扰信号的边界值只在控制循环的每一周期进行一次不确定性辨

识，因此需要在预测时域内考虑扰动信号累积的情况。在此本文将采用以和每一时刻

加速度极限成正相关的线性增量的方式对扰动信号累积情况进行模拟，从而进一步扰

动集形状矩阵M 的精准度以及控制系统的稳定性，则可以将扰动边界在线辨识得到的

横、纵向加速度扰动边界 ,a xd 和 ,a yd 以及扰动集形状矩阵M 重写为如下形式， 

 ( ) ( ) ( ), , ,max1a x a x xd k d k a k+ = +   (3.84) 

 ( ) ( ) ( ), , ,max1a y a y yd k d k a k+ = +   (3.85) 

 
( )

( )

2

,

2

,

0

0

a x

k

a y

d k
M

d k

 
=  

  

 (3.86) 

式中， 表示增量系数，本文将其设定为 0.08% = ，即预测时域每向前推一步，扰

动信号边界值累积增加量为加速度极限 0.08%。 

3.3.4 终端代价函数及终端约束集设计 

终端约束集和终端代价函数是两种保证 MPC 控制稳定性的常用手段。终端约束

集是指在 MPC 控制中对系统状态和控制输入施加的最终约束条件。这些约束条件通

常与系统在给定时间内达到一种期望行为或满足某种性能指标有关。终端约束集的目

的是将系统的状态限制在一定范围内，在设计时要考虑系统的可行域，并确保最终控

制输入和状态处于合理的范围内，以维持系统的稳定性。终端约束集的定义通常基于

系统的物理限制和设计需求。 

终端代价函数是在 MPC 控制优化问题中引入的一种目标函数。它量化了对系统

状态和控制输入进行调节的目标或成本。终端代价函数的设计旨在使系统在给定时间

内达到期望的行为，并优化控制输入的选择，以实现所需的性能。终端代价函数一般

由状态误差、控制输入变化率、控制输入大小等组成，并根据具体需求和问题进行合

理的权衡。通过最小化终端代价函数，可以在每个时间步选择最优的控制输入，以实

现稳定和最优的控制。 

同时使用终端约束集和终端代价函数可以确保系统的稳定性、提高控制的鲁棒性

和性能优化，并使 MPC 控制系统能够在不同应用场景中灵活适应和应对各种挑战。

因此本文将采用两种方法相结合的方式来维持控制系统的稳定性。 

首先本文将采用二次型李雅普诺夫函数作为终端代价函数，因此有， 
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 ( ) ( )1 1 1 0T T

i i i i i iF x F x x Px x Px+ + +− = −   (3.87) 

对权重矩阵 P 求解问题可转化为前文建立的 LMI 特征值问题(3.46)，因此终端代

价函数的权重矩阵可表示为， 

 1P S −=  (3.88) 

本文采用鲁棒一步集与最大鲁棒不变集来计算标称系统 MPC 优化问题的终端约

束集，其中鲁棒一步集的定义如下： 

对于包含不确定性的有界线性离散系统，有 ( )kx   ，有界扰动 kw W ，如果

控制输入量与状态量满足相应的约束条件，并存在容许控制输入使得 1kx + ，则称

( )  是集合 的鲁棒一步集，其形式如下， 

 ( )  : : ,k k k k k kx X u U Ax Bu w w W  =    + +     (3.89) 

最大鲁棒不变集的定义如下： 

对于鲁棒不变集O X  ，当且仅当O 包含 X 内的所有鲁棒不变集时，则称O 是

不确定性有界线性离散系统的最大鲁棒不变集。 

由最大鲁棒不变集的定义可知，若O 为控制系统的最大鲁棒不变集，那么当控

制系统的初始状态满足 0x O 时，控制系统的状态方程在经过有限次迭代后得到的预

测时域内的系统状态仍然满足 kx X 。因此采用最大鲁棒不变集O 作为轨迹跟踪控

制系统的终端约束集，能够保证控制系统状态在有限的预测时域内有界。 

最大鲁棒不变集O 的计算步骤如下： 

首先进行初始化，设定 0 X = ，其中 X 为实际控制系统需要满足的状态量约束，

其形式如式(3.57)所示。 

其次需要进行迭代计算，在第 k 次 ( )0k  迭代计算中，首先根据式(3.89)进行鲁

棒一步集的计算，得到 ( )k  ，然后将鲁棒一步集 ( )k  与集合 k 取交集即可得到

集合 1k + ，即 ( )1k k k+ =    。 

最后需要确定终止条件，若 1k k+ =  ，则表明鲁棒不变集已经完成收敛， 1k + 即

为控制系统的最大鲁棒不变集，迭代过程结束；若 1k k+   ，则返回上一步，继续进

行迭代计算过程。 

3.4 本章小结 

本章通过对 Tube MPC 原理进行分析，通过引入反馈增益矩阵，构建了理想标称
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系统与实际系统之间的状态误差系统；设计了基于鲁棒不变集的约束条件收紧方法；

通过对 Tube 不变集与控制保守性之间关系的分析，确定了基于在线可达集的 Tube 不

变集计算方法；通过权衡在线可达集计算效率和保守性，选择了以椭圆不变集的形式

描述 Tube 不变集；设计了基于 Tube MPC 的上层轨迹跟踪鲁棒控制策略，完成了算

法中局部控制器反馈增益矩阵的计算，构建了轨迹跟踪控制优化问题，并推导了加速

度约束条件及道路边界约束条件的收紧形式，设计了终端代价函数和终端约束集以保

证系统的渐进稳定。 
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第4章 下层加速度跟踪控制及优化策略 

由上层轨迹跟踪控制器得到的期望横、纵向加速度是操纵车辆按规划参考轨迹行

驶的关键信息，需要交由下层加速度跟踪控制器进行跟踪控制，输出期望的前轮转向

角和纵向力给到车辆的执行机构层，从而最终实现对车辆的合理操纵。本文将采用基

于前馈补偿的比例积分微分（Proportional-Integral-Derivative, PID）反馈控制方法分别

进行横、纵向加速度跟踪控制器的设计。针对加速跟踪控制过程中前馈与期望输出偏

差，设计了基于误差模型估计的前馈修正策略。针对执行器信号延迟问题，设计了基

于模型参考自适应控制的控制调整策略。 

4.1 基于前馈和反馈结合的加速度跟踪控制策略 

本文所提出的基于上下分层思想的轨迹跟踪控制策略，上层 Tube MPC 轨迹跟踪

鲁棒控制器是基于考虑加速度约束的点质量车辆模型进行构建的，考虑了外部干扰和

参数不确定性，输出期望的横、纵向加速度，下层加速度跟踪控制器则需要对期望加

速度进行跟踪控制并输出对车辆的控制指令，即前轮转角和纵向力。本文的控制策略

不同于其他文献中常见的基于复杂车辆模型并直接求解对车辆操纵指令的 MPC 方

法，消除了对复杂轮胎模型的需求，但车辆对加速度的响应能力是否匹配模型预测控

制器的期望将变得更加重要，因此下层加速度控制器将采用基于前馈和 PID 反馈结合

的高效控制方法。 

前馈控制和反馈控制都是控制理论中常见的控制方法。前馈控制是一种基于预期

输出的控制方式，它通过提前计算出输入与输出之间的关系，将理想的输入信号直接

应用于系统中。其原理是根据系统的数学模型，通过输入-输出关系的逆运算来生成合

适的控制信号。前馈控制可以快速响应外部干扰或变化，并减小这些干扰对系统性能

的影响。然而，前馈控制只能根据模型的准确性来预测系统的输出，当系统存在不确

定性或模型误差时，前馈控制可能无法产生理想的控制效果。 

反馈控制则是一种基于系统的实际输出与期望输出之间的差异进行调节的控制

方式。其原理是将系统的实际输出通过传感器获得后，与期望输出进行比较，得到误

差信号，再根据该误差信号进行控制。反馈控制能够根据实际情况及时调整控制输入

信号，以减小误差，并保持系统的稳定性和鲁棒性。然而，反馈控制在响应外部干扰

或变化时可能存在较长的调整时间，且对系统的稳定性和鲁棒性要求较高。 
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前馈控制和反馈控制结合的优势在于兼具二者的优点，并弥补各自的不足。前馈

控制可以提前预测系统的输出，并快速响应外部干扰或变化，从而减小这些干扰对系

统的影响。反馈控制能够根据实际输出与期望输出之间的差异进行修正，以确保系统

稳定性和鲁棒性。通过将前馈控制和反馈控制相结合，可以实现更精确、更快速的控

制效果。如图所示为前馈和反馈控制结合的结构示意图。 

( )fG s

( )bG s( )pG s
( )X s ( )Y s+

-

+

 

图 4.1 前馈和反馈结合的控制系统结构图 

则传递函数为： 

 ( )
( )

( )

( ) ( ) ( ) ( )

( ) ( )
0

1

p b f b

p b

G s G s G s G sY s
G s

X s G s G s

+
= =

+
 (4.1) 

系统误差 ( ) ( ) ( )E s X s Y s= − ，代入式(4.1)可得系统误差对输入的传递函数为： 

 ( )
( )

( )

( ) ( )

( ) ( )

1

1

f b

p b

G s G sE s
G s

X s G s G s

−
= =

+
 (4.2) 

若使 ( ) ( )1 0f bG s G s− = 即 ( ) ( )1f bG s G s= ，则可以使系统误差 ( )E s 为零。 

系统增加前馈和未增加前馈时，传递函数的分母是相同的，即两种情况下传递函

数的极点是相同的，因此增加前馈控制不会影响系统的稳定性，却可以在不改变原系

统参数和结构的情况下，大大提高系统的稳态精度，动态性能也比较容易得到保证。 

4.1.1 横向加速度跟踪控制策略设计 

横向加速度 ya 的跟踪控制策略结构示意图如图 4.2 所示，由图易知，前馈和 PID

反馈模块分别接收上层轨迹跟踪控制传递来的横向期望加速度信号 ya 和横向加速度

极限值 ,maxya 以及车辆系统的当前的状态信息，包括横向加速度 ya 和纵向速度 xv 等，

由前馈和 PID 反馈模块分别计算出相应的期望转角值 FF 和 FB 输出给车辆的转向执

行机构实现对横向加速度的跟踪控制。 
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PI反馈

横向前馈

车辆系统

转向机构

上层控制器

,y xa v

,max,y ya a
FF

FB



 

图 4.2 横向加速度跟踪控制策略结构示意图 

前馈控制是一种基于预期输出的控制方式，它通过提前计算出输入与输出之间的

关系，将理想的输入信号直接应用于系统中。前馈的期望转向角 FF 主要由车辆运动

学关系得到[43]， 

 FF

L

R
 =  (4.3) 

式中，L 为车辆轴距，R 为车辆的转向半径。其中，车辆转向半径 R 可以由横向加速

度 ya 和纵向速度 xv 计算得到，即 2

yR v a= ，将该式代入到式(4.3)中得到： 

 
2

y

FF

a L

v
 =  (4.4) 

反馈控制模块则采用经典的 PI（Proportional-Integral）控制方法，即由比例控制

和积分控制组成。其中，比例控制是基于系统反馈误差的比例关系来实现控制的，本

控制系统的反馈误差为加速度跟踪误差，即 y y ya a a= − 。比例控制能够快速响应系统

的变化，减小稳态误差，提高系统的动态性能，但是比例控制无法消除系统的稳态误

差，因此需要结合积分控制。积分控制是基于系统反馈误差的累计关系来实现控制的，

它通过对反馈误差进行积分，并将积分结果作为控制器的一部分，以消除系统的稳态

误差。经典的 PI 控制方法将比例控制与积分控制相结合，不仅能够快速响应系统的

变化，还能消除稳态误差，提高加速度跟踪控制系统的精确度和稳定性。同时，在实

际应用中也更易于调试和优化。 

反馈模块的计算公式如下： 

 ( ), ,2

1
FB P y y I yK a a

v
 = +  (4.5) 

 

3

,

, ,

1 ,max

I y

I y I y y

y

a
a K a

c a

 
= −   

 

 (4.6) 

式中， ,P yK 和 ,I yK 分别为横向加速度反馈控制的比例系数和积分系数。式(4.6)中的第
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一项表示对加速度跟踪误差的积分累计，第二项为对积分控制器的软约束，防止积分

饱和的情况。所谓的积分饱和就是指控制系统长时间存在一个方向的偏差，比如车辆

需要长时间的向左转向且存在一定的转向不足时，PID 控制器的输出由于积分器的作

用将不断累积而扩大，从而导致控制器的输出不断增大超出正常范围进入饱和区，即

控制器输出转向角值超出了车辆转向执行机构的限制范围[72]。当控制系统出现反向的

跟踪偏差时，首先需要从饱和区退出，从而不能对反向的跟踪偏差进行快速的响应。

因此，在积分器中添加抗积分饱和项，该项主要由横向加速度极限值 ,maxya 和调节系数

1c 所确定，其基本思想是当积分项值 ,I ya 超过横向加速度极限 ,maxya 时，对积分项施加

负反馈，使其尽快退出饱和，调节系数 1c 用于调节积分项饱和边界。 

4.1.2 纵向加速度跟踪控制策略设计 

纵向加速度 ya 的跟踪控制策略如图 4.3 所示，与横向加速度跟踪控制策略相类

似，接收上层轨迹跟踪控制器传递来的期望纵向加速度 xa 以及车辆系统反馈的当前纵

向加速度 xa 和纵向速度 xv 等状态信息，根据相应的系统误差分别计算前馈的期望纵向

驱动力 ,x FFF 和反馈的期望纵向力 ,x FBF ，从而输出合理的纵向驱动力 xF 给车辆的驱动

机构实现对纵向加速度的跟踪控制。 

双环PID反馈

纵向前馈

车辆系统

驱动机构

上层控制器
xa

,x FFF

,x FBF

xF

,xa v
 

图 4.3 纵向加速度跟踪控制策略结构示意图 

前馈模块计算主要由车辆的纵向行驶方程计算得到，其计算公式如下： 

 ,x FF f w i jF F F F F= + + +  (4.7) 

式中，Ff 表示滚动阻力，Fw 表示空气阻力，Fi表示坡度阻力，Fj 表示加速阻力。为简

化计算，本文主要研究水平路况，故假设路面坡度为零，即 Fi = 0。 

滚动阻力 Ff 的计算公式如下： 

 fF mgf=  (4.8) 

式中，m 为车辆质量，g 为重力加速度，f 为滚动阻力系数。 
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空气阻力 Fw 的计算公式如下： 

 
21

2
w D xF C A v=  (4.9) 

式中，CD为空气阻力系数，A 为车辆的迎风面积，即车辆行驶方向的投影面积， 为

空气密度。 

加速阻力 Fj 的计算公式如下： 

 j xF ma=  (4.10) 

综上所述即可得到前馈的期望纵向驱动力计算公式，即： 

 
2

,

1

2
x FF x D xF ma C A v mgf= + +  (4.11) 

反馈模块采用速度和加速度的双环 PID 反馈控制方法，以确保在纵向加速度跟踪

控制的同时，纵向速度也能对规划速度有较好的跟踪效果。如图 4.4 所示为双环 PID

方法的控制结构图，外环为纵向速度的 PID 反馈控制，内环为纵向加速度的 PID 反馈

控制。纵向速度控制部分依据实际纵向速度 xv 和规划纵向速度 xv 的偏差，计算纵向加

速度补偿值 coma 输出到纵向加速度偏差计算部分。纵向加速度控制部分则依据由上层

轨迹跟踪控制器得到的期望纵向加速度 xa 加上纵向加速度补偿量 coma 后与实际纵向加

速度 xa 的偏差，计算最终的反馈期望纵向驱动力 ,x FFF 。 

上层控制器 速度PID控制 加速度PID控制 车辆系统

xa

xv

xv

xa

+

−

+
+

−

coma ,x FBF

 

图 4.4 纵向速度和加速度双环 PID 反馈控制结构示意图 

纵向加速度补偿量 coma 的计算公式为： 

 ( ) ( ) ( ) ( ) ( ), , ,

0

1
k

com P v v I v v D v v v

i

a k K e k K e i K e k e k
=

= + + − −    (4.12) 

 ( ) ( ) ( )v x xe k v k v k= −  (4.13) 

式中， ,P vK ， ,I vK 和 ,D vK 分别为外环速度 PID 控制的比例系数、积分系数和微分系数。 

反馈期望纵向驱动力的计算公式为： 
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 ( ) ( ) ( ) ( ) ( ), , , ,

0

1
k

x FB P x x I x x D x x x

j

F k K e k K e j K e k e k
=

= + + − −    (4.14) 

 ( ) ( ) ( ) ( )x x com xe k a k a k a k= + −  (4.15) 

式中， ,P xK ， ,I xK 和 ,D xK 分别为内环加速度 PID 控制的比例系数、积分系数和微分系

数。 

4.2 基于误差模型在线估计的前馈修正策略 

加速度跟踪控制算法中的前馈项均是基于固定的动力学关系式计算得到，与反馈

环节相结合可以提高控制系统的响应速度。而前馈项计算所采用的动力学关系式通常

是经过一系列简化，与真实情况存在一定的偏差，因此本节将针对跟踪偏差值进行参

数估计并对前馈项做出修正，从而进一步提升加速度跟踪控制系统的响应速度和跟踪

精度。 

4.2.1 基于归一化最小均方算法的纵向前馈修正 

归一化最小均方算法（NLMS）的原理于 2.3.2 节有过介绍，本节将直接介绍 NLMS

算法在纵向前馈修正项计算方面的应用方法。 

如图 4.5 所示为纵向加速度跟踪的前馈修正项计算流程图，由图可以看出，误差

模型的输入信号 ( )x k 为每一时刻纵向加速度跟踪控制系统输出的期望纵向力 xF ，它

由三部分组成，分别为反馈期望纵向力 ,x FBF ，前馈期望纵向力 ,x FFF 以及前馈修正项

FFLearnedF 。其中，前馈修正项 FFLearnedF 即需要 NLMS 算法在每一时刻循环更新计算，

用于实时调整控制系统输出的期望纵向力 xF 。纵向误差模型在 k 时刻的期望响应

( )d k ，也可称为真实误差值，是当前纵向力测量值 ( )xma k 和期望纵向力 ( )xF k 的偏差，

同时纵向跟踪误差模型也可近似为与输入信号相关的线性回归模型，其权重系数为

( )w k ，对误差模型期望响应的估计值为 ( )y k 。在计算得到 ( )d k 和 ( )y k 后即可计算

得到估计误差 ( )e k ，由估计误差 ( )e k 和输入信号 ( )x k 即可对权重系数进行更新计算

得到下一时刻的误差模型权重系数 ( )w 1k + ，并根据回归模型 ( ) ( ) ( )w xTy k k k= 进一

步计算得到下一时刻的误差估计值作为期望纵向力的前馈补偿项 FFLearnedF ，从而结束

当前时刻的循环，进入下一时刻的循环。 
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计算纵向误差模型的期望响应

( ) ( ) ( )x xd k ma k F k= −

计算纵向误差模型的估计

( ) ( ) ( )w xTy k k k=

计算估计误差

( ) ( ) ( )e k d k y k= −

权重系数更新

( ) ( )
( )

( ) ( )2
x

w 1 w x
k

k k e k k


 +
+ = +

期望纵向力

, ,x x FB x FF FFLearnedF F F F= + +

更
新
下
一
时
刻
误
差
估
计

值

进入下一时刻循环

测量值

( )xa k

( )x k输入信号
误差估计值

作为前馈补偿
( )1 FFLearnedy k F+ =

( )1y k +

 

图 4.5 归一化最小均方算法计算前馈补偿项流程图 

4.2.2 基于递归最小二乘算法的横向前馈修正 

智能车辆轨迹跟踪横向控制相比于纵向控制复杂度更高，所需要应对的外部环境

信息也较为复杂，因此对于横向加速度跟踪控制的误差模型估计选择采用递归最小二

乘法（Recursive Least Squares，RLS）。RLS 算法和 NLMS 算法都是经典的自适应滤

波算法，RLS 算法是一种基于最小二乘法的自适应滤波算法，通过最小化实际输出与

期望输出之间的均方误差来更新滤波器的权重，它使用矩阵计算方法进行权重更新，

并保持对过去观测数据的所有信息进行追踪。而 NLMS 算法则是基于梯度下降法，通

过不断调整权重以减小实际输出与期望输出之间的误差来更新滤波器的权重。它使用

单个样本数据进行权重更新，并只保留有限的历史信息。RLS 算法由于利用了全部过

去观测数据的信息，对于快速变化的系统响应和噪声环境下的自适应性能较好。NLMS

算法由于只利用有限历史信息和单个样本数据进行权重更新，对于慢速变化的系统响

应和较稳定环境下的自适应性能较好。因此，本文选择在横向加速度跟踪误差模型估
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计时采用 RLS 算法，在纵向加速度跟踪误差模型估计时采用 NLMS 算法。 

如图 4.6 所示，RLS 算法的计算流程为： 

步骤一：初始化。设置初始滤波器权重向量 ( )0 ，以及初始协方差矩阵 ( )0P 。

协方差矩阵 ( )0P 通常初始化为一个乘以较小常量的单位矩阵，表示对初始权重没有太

多先验信息。 

步骤二：接收输入信号并预测输出。输入观测信号 x(n)（n 代表当前时间步），

计算滤波器的预测输出 ( ) ( ) ( )Ty n n x n= 。 

步骤三：计算估计误差。根据期望输出 d(n)和预测输出 y(n)，计算估计误差

( ) ( ) ( )e n d n y n= − 。 

步骤四：计算增益向量 K(n)。利用输入信号 x(n)和上一时刻的协方差矩阵 P(n-1)，

计算增益向量 ( ) ( ) ( ) ( ) ( ) ( )1 1TK n P n x n x n P n x n = − + −  ，其中 0 1  为遗忘因

子。 

步骤五：更新协方差矩阵 ( )P n 。利用递推公式更新协方差矩阵，

( ) ( ) ( ) ( ) ( )1 1 1TP n P n K n x n P n−  = − − −  。 

步骤六：更新权重向量 ( )n 。利用增益向量 ( )K n 和预测误差 ( )e n ，更新权重向

量 ( ) ( ) ( ) ( )1n n K n e n = − + 。 

参数递推估计，每取得一次新的观测数据后，就在前次估计结果的基础上，利用

新引入的观测数据对前次估计的结果，根据递推算法进行修正，减少估计误差，从而

递推地得出新的参数估计值。这样，随着新观测数据的逐次引入，不断地进行参数估

计，更新误差模型直至收敛。 

横向加速度跟踪控制的误差模型相比于纵向的误差模型要更为复杂，难以用线性

模型近似，为线性不可分问题。线性不可分问题是指在某个特征空间中，无法通过一

条直线或一个超平面将不同类别的数据完全分开的问题。在这种情况下，无法使用线

性分类器（如线性回归）来对数据进行准确分类。解决线性不可分问题的一种方法是

使用非线性转换技术，将原始特征空间映射到一个更高维的特征空间中，使得数据变

得线性可分。常用的非线性转换技术包括多项式特征、高斯核函数、径向基函数等。

通过将数据映射到高维空间，线性不可分的问题可以转化为在新的特征空间中线性可

分的问题，进而使用线性分类器进行分类。针对横向加速度跟踪误差模型的估计问题，

选择采用构造关于横向加速度和纵向速度的径向基函数，将其作为 RLS 算法的输入信

号。 
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图 4.6 RLS 算法计算横向前馈补偿流程图 

4.3 基于模型参考自适应控制的执行器延迟优化策略 

在横、纵向加速度跟踪控制器设计的过程中，我们通常都假设车辆的执行机构，

如转向机构、驱动机构以及制动机构等，可以完美地执行控制算法所计算出的控制指

令。但是现实中车辆执行器是存在跟踪延迟的，执行器的延迟问题会导致控制的超调

和震荡问题，因此本文决定采用模型参考自适应控制方法对执行器进行辅助调节，以

解决延迟问题。 

4.3.1 模型参考自适应控制原理 

自适应控制的核心思想是在面对系统内在或外在的未知变动，能以一种自我调整

的机制来确保系统始终维持在预定的理想状态。进一步而言，自适应控制系统实时运

作的过程中，需要持续性地检测和获取系统的输入、当前状态、输出乃至于性能参数

的动态变化。随之，根据这些实时获取的信息，遵循合理的设计逻辑，做出相应的控

制决策，用以修改控制器的结构、参数乃至控制力度，最终目标是实现控制效果的优

化或近乎最优。而模型参考自适应控制（Model Reference Adaptive Control, MRAC）

就是自适应控制中一种较为成熟的方法。 
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在模型参考自适应控制中，我们需要设计一个期望输出模型，即参考模型。该模

型描述了我们希望系统实现的期望响应。然后，我们将系统的输出与参考模型的输出

进行比较，得到误差信号。模型参考自适应控制系统的基本结构如图所示，其主要由

两部分组成：其一为内环，主要由控制器与被控对象组成，这一环节可称之为可调系

统；其二为外环，则由参考模型与自适应机制构成。实际上，这种结构是在传统反馈

控制回路的基础上，巧妙地增加了一个参考模型和控制器参数的自动调节回路，从而

赋予了系统更高的灵活性和适应性。 

前馈调节器 受控对象

反馈调节器

输出或状态

自适应机构
参数调整

输出或状态
参考模型

可调系统

输入

误差e(t)+

-

+-

 

图 4.7 模型参考自适应控制系统基本结构 

在模型参考自适应控制系统中，参考模型的输出扮演着极其重要的角色，它充当

了期望动态性能指标的基准。输入的目标信号会同时作用于实际模型和参考模型，将

系统的输出与参考模型的输出进行比较，得到误差信号。这一误差信号将依据特定的

自适应变化律，被用以调整控制器的参数，最终引导受控制对象的输出尽可能地趋同

于参考模型的输出。 

由上述原理可知，模型参考自适应控制的关键是确定自适应变化律，自适应变化

律的优劣将决定实际模型的输出是否能够很好的贴近参考模型的输出。目前，该领域

的研究主要聚焦于两大方向：其一为参数最优化方法，即通过最小化系统的某个性能

指标函数，如使误差信号的平方和达到最小，即通过最优化方法计算自适应控制器的

最优调节参数。其二为基于稳定性理论的方法，其基本思想是保证控制器参数自适应
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调节过程是稳定的，如基于 Lyapunuov 稳定性理论的设计方法和基于 Popov 超稳定理

论的方法。 

4.3.2 模型参考自适应控制器设计 

模型参考自适应控制方法在智能车辆控制中，通常需要与上层控制算法联合起来

使用，起到辅助调节的作用。在本文中，上层控制算法即为加速度跟踪控制器，所输

出的控制量即为转向角和纵向力，而模型参考自适应控制器的作用则是使实际模型的

输出跟随参考模型的输出，而参考模型的截止频率和阻尼系数等参数通常由设计者给

定，从而使得实际模型对期望转向角或期望纵向力的响应接近设计者所期望得到的参

考模型的响应。该方法的实际意义是为了让同一套轨迹跟踪控制算法在面对不同的执

行机构时，不受硬件参数差异的影响，使实际模型的响应接近参考模型进行响应，同

时，通过对参考模型参数的合理设计，削弱执行机构对控制效果的延迟影响，如超调、

震荡现象。由于原理相似，下文将以前轮转角为例，推导模型参考自适应控制的应用

原理。 

加速度跟踪控制器
MRAC控制器

参考模型

真实模型

自适应调节器

+
-

MRAC控制器调结后

的参考转角值
参考转角值

期望输出响应

真实输出

响应

调节控制器参数，影响收敛速度

 

图 4.8 模型参考自适应控制算法的结构框架图 

对于转向角信号，可以使用一阶系统或二阶系统进行建模，为模拟更加真实的延

迟效应，本文采用二阶系统建模，状态量包括两个，一个是转向角 ，一个是转向角

的变化率 ，假设二阶转向角参考模型的微分方程为： 

 
2 22m m m m m m mr      + + =  (4.16) 

式中，r 表示加速度跟踪控制算法输出的期望转向角， m 表示参考模型对期望转向角

的响应输出， m 和 m 分别表示二阶转向角参考模型的阻尼系数和截止频率。 

假设二阶转向角实际模型的微分方程为： 
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2 22p p p p p p pu      + + =  (4.17) 

式中，u 表示经过模型参考自适应控制器调整的转向角输出值， p 表示实际模型对期

望转向角的响应输出， p 和 p 分别表示二阶转向角实际模型的阻尼系数和截止频率。 

为便于后续推导，现将参考模型和实际模型的微分方程转换为状态空间方程，状

态量包括转向角和转向角变化率，定义参考模型的状态量为
T

m m mx   =   ，真实模

型的状态量为
T

p p px   =   。 

参考模型的状态空间方程为： 

 m m m mx A x B r= +  (4.18) 

 2 2 2

0 1 0
,

2
m m

m m m m

A B
   

   
= =   

− −   
 (4.19) 

真实模型的状态空间方程为： 

 p p p px A x B u= +  (4.20) 

 2 2 2

0 1 0
,

2p p

p p p p

A B
   

   
= =   

− −   
 (4.21) 

如图 4.8 所示为模型参考自适应控制算法的结构框架图，由图易知，MRAC 控制

器的自适应控制律为： 

 
T T

x p ru x r = +  (4.22) 

式中， x 和 r 分别为实际模型状态量 px 和期望转向角 r 对应的自适应控制律系数，也

即是 MRAC 控制器需要确定的两个重要参数，分别称为状态反馈向量和输入反馈系

数。 

真实模型的响应特性可以完全跟随参考模型是 MRAC 控制器想要达到的理想状

态，则意味着当两模型当前状态量相同的时候，即 m px x= ，我们希望两模型的状态量

变化率也相同，即 m px x= 。在此假设符合前述 MRAC 控制器理想状态的自适应控制

律为
* *T T

x p ru x r = + ，将该控制律代入真实模型的状态空间方程可以得到： 

 ( )* *T T

p p p x p p rx A B x B r = + +  (4.23) 

由 m px x= 对比式(4.23)和式(4.18)的系数可以得到： 

 
*T

p x m pB A A = −  (4.24) 
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*T

p r mB B =  (4.25) 

由式(4.24)和式(4.25)可以计算得到理想状态下的状态反馈向量 *

x 和输入反馈系

数 *

r ，但是由于真实模型是未知的，即 pA 和 pB 都是未知的，因此上述的数值分析方

法实际上是不可用的，需要采用递归迭代的方式去计算，假设实际输入的控制律为： 

 ˆ ˆˆ T T

x p ru x r = +  (4.26) 

将式(4.26)的控制输入代入真实模型的状态方程后可以整理为如下形式： 

 ( )T T

p m p m p x p rx A x B r B x r = + + +  (4.27) 

将式(4.27)与式(4.18)作差可以构建状态误差系统，其表达式如下： 

 ( )T T

m p x p re A e B x r = + +  (4.28) 

式中， *ˆT T T

x x x  = − ， *ˆT T T

r r r  = − ，误差变量为 p me x x= − 。 

随后基于 Lyapunuov 稳定性理论的方法进行自适应控制律的设计，选取

Lyapunuov 函数的形式为： 

 ( ) 1 1, T T T

x x x r r rV e e Pe      − −= + +  (4.29) 

式中，P 为正定的实对称矩阵， x 和 r 为自适应控制律参数向量的收敛率调整系数。 

对 Lyapunuov 函数求导可得： 

 
( )( ) ( )

1 12 2

T T T T T T T T T

m p x p r m p x p r p

T T

x x x r r r

V e P A e B x r e A x B r B Pe   

     − −

= + + + + +

+ +

 (4.30) 

由矩阵运算易知，存在关系式
T T T T T T

p x p p x p x p pe PB x x B Pe x e Pb  = = 以及关系式

T T T T T T

p r r p r pe PB r r B Pe re PB  = = ， 因 此 ， 选 取 自 适 应 参 数 变 化 率 分 别 为

p T

x x px e PB = − 和 T

r r pre PB = − ，可以得到： 

 ( )T T

m mV e PA A P e= +  (4.31) 

由式(4.31)易知，通过对 P 矩阵进行合理的设计，可以确保 T

m mPA A P+ 为负定，即

确保 0V  ，使系统是稳定的。在实际应用过程中可用 mB 近似代替 pB 并且可将 *T

x 和

*T

r 视为理想状态下的定值，最终确定 MRAC 控制器的自适应参数变化率为： 

 ˆ T

x x p mx e PB = −  (4.32) 

 ˆ T

r r mre PB = −  (4.33) 
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在得到自适应参数变化率之后，即可在每一控制时刻迭代计算更新状态反馈向量

ˆ
x 和输入反馈系数 ˆ

r ，进而通过式(4.26)更新该时刻实际输入的控制律 û ，最终经过

不断的迭代计算状态反馈向量 ˆ
x 和输入反馈系数 ˆ

r 会收敛到理想状态下的状态反馈

向量 *

x 和输入反馈系数 ˆ
r ，使得实际输入的控制律收敛到理想状态下的控制律，进而

保证真实模型的响应输出与参考模型保持一致。 

4.4 本章小结 

本章针对上层轨迹跟踪鲁棒控制器输出的期望加速度信号，设计了基于前馈和反

馈结合的下层加速度跟踪策略，输出对车辆的控制指令，分别为前轮转角和纵向力；

分别推导了横向加速度跟踪策略和纵向加速度跟踪策略，其中横向加速度前馈由阿克

曼转向原理推导得到，反馈由 PI 控制实现，并添加了抗积分饱和项；纵向加速度前

馈则由车辆的行驶方程推导得到，反馈由双环 PID 控制实现，其中外环为速度控制，

内环为加速度控制；针对实际测量得到的跟踪偏差问题，设计了基于误差模型在线估

计的方法对前馈项进行修正，其中根据各自控制特点，纵向部分采用 NLMS 算法，横

向部分采用 RLS 算法；针对执行器延迟问题，设计了基于模型参考自适应控制的延迟

处理方法，使得实际模型的输出尽可能贴近参考模型输出。 
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第5章 智能车辆轨迹跟踪控制仿真实验 

在智能汽车领域，仿真实验具有极其重要的作用。智能汽车的开发和测试过程中，

需要面对大量的复杂场景和驾驶情况，通过传统的实地测试显然是耗时耗力且成本高

昂的。而仿真实验则提供了一种高效、安全和可控的手段，帮助工程师评估和改善智

能汽车的性能和安全性。本文基于 MATLAB/Simulnik 和 Carsim 搭建了联合仿真平台，

并针对前文提出的控制策略以及优化算法进行性能的测试和分析。 

5.1 智能车辆轨迹跟踪控制仿真平台简介 

5.1.1 基于 Simulink 和 Carsim 的联合仿真平台简介 

Carsim 是一款广泛应用于汽车工程领域的仿真软件，它能够模拟车辆在各种道路

条件下的运动行为和性能。该软件由 Mechanical Simulation Corporation 开发，已经成

为全球汽车制造商、研究机构和大学的重要工具之一。Carsim 以多体动力学为基础，

可以准确地模拟车辆在加速、制动、转向等各种驾驶情况下的运动特性。通过对车辆

的悬挂系统、车轮和轮胎特性等进行建模，Carsim 可以提供精确的车辆动力学分析结

果，包括车辆的加速度、速度、横向加速度、横摆角等。除了车辆本身的动力学特性，

Carsim 还可以模拟不同的道路条件，如平坦路面、不均匀路面、曲线道路等，以及不

同的驾驶操作，如转向、刹车等。这使得工程师可以根据实际需要进行车辆性能评估、

悬挂系统调校、动力学优化等。Carsim 还具有强大的参数化能力，用户可以根据需要

对车辆的各种参数进行调整，如车辆质量、惯性特性、悬挂系统刚度等，从而对车辆

的性能进行优化和改进。此外， Carsim 还支持与其他软件的集成，如

MATLAB/Simulink，使得用户可以更加灵活地进行复杂系统的建模和仿真。 

如图 5.1所示为本文所搭建的基于MATLAB/Simulink和Carsim的联合仿真平台，

在 MATLAB/Simulink 中搭建了轨迹跟踪控制器，所有功能模块均由 Simulink 基本模

块与 S 函数编写实现，假设已从轨迹规划模块获取了参考轨迹信息，本文将主要针对

控制算法模块进行验证分析。Simulink 中的参考轨迹信息预处理模块接收参考轨迹信

息以及车辆状态信息，用于计算匹配点坐标以及预测范围内的参考轨迹插值信息，计

算完成后将相应信息传输给上层轨迹跟踪鲁棒控制器，计算出期望的横、纵向加速度

信号，输出给下层加速度跟踪控制器，计算出车辆的控制指令即前轮转角和纵向力，

其中纵向力经标定查表的方式转化为油门开度和制动压力。控制指令将由 Simulink 发
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送至 Carsim 进行车辆运动模拟，完成一个控制循环。 

车辆模型

道路环境工况

车辆状态信息

控
制
指

令

MATLAB/Simulink Carsim

下层加速度跟踪控制器

上层轨迹跟踪鲁棒控制器

参考

轨迹

期望加速度

参考轨迹信息预处理模块 附加外部扰动

力和力矩
参数不确定性

 

图 5.1 MATLAB/Simulnik 和 Carsim 联合仿真平台架构 

5.1.2 仿真实验技术参数及行驶环境设置 

本文选用 Carsim 中的 C-Class/Hatchback 车型为被控车辆，并采用传动比为 24 的

前轮转向系统，轮胎型号均为 215/55 R17，仿真车辆的部分技术参数如表 5-1 所示。 

表 5-1 车辆技术参数 

参数名称 符号 数值 

整车质量 m 1270 kg 

横摆转动惯量 zI  1536.7
2kg m  

质心距前轴距离 Lf 1.215 m 

质心距后轴距离 Lr 1.705 m 

轮距 B 1.675m 

车身宽度 W 1.79 m 

车身长度 L 3.80 m 
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依据前文假设条件，本文设置智能汽车的行驶道路宽度为 3.8 m，并设置道路的

路面坡角、路面倾斜角等参数均为 0。此外，将所有行驶道路均设置为干燥的沥青路

面，其路面附着系数设置为 0.8 = 。 

5.2 Simulink 控制器仿真模型搭建 

5.2.1 参考轨迹信息预处理模块 

在 Simulink 中搭建参考轨迹信息预处理模块如图 5.2 所示，该模块接收车辆当前

状态信息和参考轨迹信息，首先通过遍历参考轨迹点寻找距当前车辆位置最近的点作

为匹配点，利用 Cartesian 坐标系与 Frenet 坐标系转换关系，得到车辆当前位置的 Frenet

坐标，包括行驶距离 s，横向偏差 d 以及航向偏差 。在确定匹配点后，根据预测时

域长度确定当前匹配点以及预测范围内的参考轨迹点信息，最终输出给上层 Tube 

MPC 轨迹跟踪鲁棒控制器。 

 

图 5.2 参考轨迹信息预处理模块 Simulink 模型结构示意图 

5.2.2 上层 Tube MPC 轨迹跟踪鲁棒控制器 

在 Simulink 中搭建上层 Tube MPC 轨迹跟踪鲁棒控制器模型如图 5.3 所示，该模

块主要接收经参考轨迹预处理模块传递来的相应信息，进行上层控制指令信息的计

算，并输出给下层控制器。如图 5.3 所示，上层 Tube MPC 轨迹跟踪鲁棒控制器的实

现主要由两部分构成，分别为图中红框标注的 1 号部分以及 2 号部分，其中 1 号部分

为 2.3 节所介绍的扰动边界在线辨识模块，也可称为扰动信号估计模块，2 号部分为

Tube MPC 算法模块。不确定性参数辨识模块主要接收车辆实际的横、纵向加速度状

态信息以及 Tube MPC 控制算法求解得到的期望横、纵向加速度信息，并将两者的差
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值分别作为车辆横、纵向所遭受的外部扰动信号，通过 2.3 节介绍的 RUMI 扰动边界

辨识方法，进行横、纵向动力学扰动信号的边界在线辨识，并最终输出辨识结果给 Tube 

MPC 控制算法模块，用于 3.3.2 节中所介绍的扰动集形状矩阵M 构建。Tube MPC 控

制算法模块主要接收车辆当前状态信息、规划参考轨迹信息以及扰动信号边界信息

等，最终经过 Tube MPC 控制算法求解输出得到图中 3 号部分所示的期望横、纵向加

速度信息，并传递给下层加速度跟踪控制器控制器进行跟踪 

 

图 5.3 上层轨迹跟踪控制器 Simulink 模型结构示意图 

Tube MPC 控制算法模块具体构成如图 5.4 所示，主要由 4 部分构成，其中第 1

部分为线性化预处理模块，主要是为后续优化问题构建做相应的预处理，其中包括对

当前路点进行匹配，基于当前点对预测范围内的参考轨迹进行插值采样，由扰动信号

边界信息计算预测时域内每个时刻的 Tube 不变集形状矩阵 kM 以及对参考轨迹速度

和曲率信息进行线性化处理等等功能。第 2 部分为优化问题及约束条件构建模块，主

要用于构建优化问题和约束条件矩阵，接收经过预处理得到的预测时域内车辆各状态

信息和参考轨迹的插值目标点信息，并进行相应的计算将其构建为所需的二次规划问

题，并将相应的矩阵信息传递给后续的求解器模块进行求解。第 3 部分即为 OSQP 求

解器模块，将其转换为 S-Function 形式以便在 Simulink 中进行调用，使用 OSQP 求解

即可对二次规划问题进行求解，得到最优的控制输入序列。第 4 部分为状态预测模块，

用于预测信息推导，该模块接收求解器输出的最优控制序列信息和预处理模块输出的
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车辆当前状态信息以及参考轨迹插值信息，进行预测时域内各状态量信息的推导，其

中包括车辆的位置信息、速度信息以及加速度信息等等，并将其中的期望横、纵向加

速度信息传递给下层加速度跟踪控制器用以进行后续的控制工作。 

 

图 5.4 Tube MPC 控制算法模块 Simulink 模型结构示意图 

5.2.3 下层前馈反馈结合加速度跟踪控制器 

在 Simulink 中搭建基于前馈和反馈结合的下层加速度跟踪控制器如图所示，该模

块的主要作用为接收上层控制器传递来的期望加速度信号，结合车辆当前状态信息以

及参考轨迹点信息，通过前馈控制和反馈控制结合的方法计算出车辆的控制指令，即

前轮转角和纵向力，并将相应的控制指令输出给 Carsim，用于操纵模拟车辆跟踪相应

的参考轨迹。 

 

图 5.5 下层加速度跟踪控制器 Simulink 模型结构示意图 
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5.3 环形赛道工况仿真实验 

5.3.1 仿真实验条件设置 

为验证所提出的轨迹跟踪控制策略的鲁棒性和跟踪效果，本文设置轨迹跟踪仿真

实验分别采用基于常规 MPC 的轨迹跟踪策略和基于 Tube MPC 的轨迹跟踪鲁棒控制

策略去跟踪同一参考轨迹，该参考轨迹如图 5.6 所示为长距离环形赛道工况，赛道总

长度为 2313 m，车速变化范围为[28, 120] km/h，其中综合了直道、大曲率弯道、小曲

率弯道等多种路况以及加速、减速等情况，并分别设置存在外部干扰和参数不确定性

两种实验工况。同时设定由规划层得到的规划信息均保持相同，其中包括规划纵向速

度 ,x rv 、规划纵向加速度 ,x ra 以及规划曲率 r 等，而横向加速度的规划参考值可由

2

, ,y r r x ra v= 得到。针对相同的实验条件用两种算法分别进行一圈的轨迹跟踪实验，用

于对比验证两种控制策略的鲁棒性和跟踪性能。 

 

图 5.6 参考轨迹示意图 

车辆的初始速度设定为 25 m/s，控制系统的离散时间步长设定为 40ms，同时这

也是 Tube MPC 算法的执行频率。预测时域设定为 1.6s，即预测时域包括 40 步。根据

道路宽度、路面附着系数等信息，在确保行车安全的前提下，选择将上层 Tube MPC

轨迹跟踪鲁棒控制器的横、纵向加速度极限设定为 2

,max ,max 8m sx ya a −= =  ，横向距离偏

差极限为 max 1md = 。同时，Tube MPC 控制器优化问题中代价函数相应的权重系数矩

阵分别设定为， 
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2 0 0
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 
  

= =   
   

 (5.1) 

除此之外，横、纵向加速度正则项的权重系数设定为 0.1x = 和 200y = ，松弛变

量的权重系数分别设定为 1 1000 = 和 2 100 = 。 

5.3.2 附加强外部干扰仿真实验 

本文对侧向风与路面附着系数不确定性等典型外部环境干扰进行建模分析，确定

其对轨迹跟踪控制系统的影响，以进一步确定实验条件。 

首先是侧向风的扰动分析，在智能车辆高速行驶时，侧向风会使车辆侧向力发生

变化，使车辆偏离参考轨迹，影响乘坐舒适性与车辆安全性。而侧向风对车辆的影响

直观体现为其对车辆横向力及横摆力矩的影响，计算公式如下： 

 2

2

y w

w w

C A
F V


=  (5.2) 

 
2

2

M w
w w

C A l
M V


=  (5.3) 

 arctan w
w

x

V

V


 
=  

 
 (5.4) 

式中， wF 为由侧向风产生的车辆侧向力， wM 为由侧向风产生的车辆横摆力矩， yC 为

侧向力系数， MC 为横摆力矩系数，  为空气质量密度， wA 为汽车的侧向迎风面积，

wV 为侧向风速， w 为侧向风来流侧偏角。其中， yC 和 MC 随 w 增大而增大，且与车

辆外部形状有关，横摆力矩的作用方向也受到车辆外部形状的影响。 

其次是不确定路面附着系数的扰动分析，与侧向风不同，路面附着系数不确定性

对车辆轨迹跟踪系统的扰动是通过使轮胎侧向力模型失配产生的。在路面附着系数确

定的情况下，名义路面附着系数 0 近似等于实际路面附着系数  ，因此车辆的名义轮

胎侧向力为  ,y f r
F 也近似等于实际车辆轮胎侧向力  real, ,y f r

F 。但是若是存在路面附着系

数不确定性，名义路面附着系数将存在较大的观测误差，那么实际轮胎侧向力与名义

轮胎侧向力也将存在较大的计算误差，该误差为： 

      , , real, , ,y f r y f r y f r
F F F


= −  (5.5) 

在控制系统模型中，由不确定路面附着系数引起的车辆侧向力与横摆力矩的扰动
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分别为： 

 ( ), ,2 yf yrF F F  = +  (5.6) 

 ( ), ,2 yf yrM F a F b  = −  (5.7) 

式中，F 和M  分别表示由路面附着系数不确定性引起的车辆横向力扰动与横摆力扰

动。 

由上述对典型外部环境扰动的建模分析可知，外部干扰对于车辆的影响体现为对

车辆施加横向扰动力和横摆扰动力矩，而在实际的车辆行驶过程中，存在着侧向风和

不确定路面附着系数之外的诸多扰动，且难以进行一一建模分析，因此需要通过附加

随机扰动的方式对复杂的外部环境扰动进行模拟。 

为了验证所提出控制器在强外部干扰条件下轨迹跟踪控制的鲁棒性，本节设计了

附加扰动下 Tube MPC 和 MPC 两种控制算法的对比实验，跟踪轨迹如 5.3.1 节所介绍。

在 Carsim 中加入了幅值分别为 1000 N 和 1000 Nm 的随机扰动横向力和横摆力矩。横

向扰动力和横摆扰动力矩如图 5.7 和图 5.8 所示，在随机扰动下两种控制算法的仿真

实验结果及分析如下。 

 

图 5.7 附加横向扰动力 

 

图 5.8 附加横摆扰动力矩 
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5.3.2.1 上层 Tube MPC 轨迹跟踪鲁棒控制策略的对比分析 

如图 5.9 所示为两种算法的横向加速度对比图，其中黑色实线表示由轨迹规划得

到的横向加速度参考值，红色点划线表示不考虑外部干扰的常规 MPC 算法输出得到

的横向加速度期望值，蓝色虚线表示由 Tube MPC 算法输出得到的横向加速度期望值。

由图 5.9 可知，在存在横向外部干扰信号的情况下，两种算法都能输出与规划参考值

相接近的横向加速度期望值，这说明常规的 MPC 算法与 Tube MPC 算法均具有一定

的鲁棒性，可以抑制一定范围内的外部干扰的影响，保持轨迹跟踪控制系统的稳定性，

这是因为 MPC 算法本质上也是一种基于前馈和反馈相结合的控制算法，MPC 算法能

够依据实际控制效果对控制输入进行调整，因此常规的 MPC 算法虽没有考虑外部扰

动，但也拥有一定的鲁棒性。但是常规的 MPC 算法输出的横向加速度期望值相比于

Tube MPC 算法存在较为明显的振荡现象，即 Tube MPC 算法输出的横向加速度期望

曲线更加贴近于规划的参考加速度曲线，且在较大的转向弯角处，存在着更大的横向

加速度峰值。这表明虽然常规的 MPC 算法存在着一定的鲁棒性，能都维持轨迹跟踪

的稳定性，但其对外部干扰的抑制能力要明显弱于 Tube MPC 算法。 

 

图 5.9 期望横向加速度对比图 
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      (a) 横向加速度变化率                    (b) 横向加速度变化率均方根值 

图 5.10 横向加速度变化率及其均方根值对比图 

如图 5.10 所示，左图为两种算法的横向加速度变化率对比图，右图为横向加速

度变化率均方根植对比图。加速度变化率能够反映加速度曲线的平滑程度，由图 5.10

可知，常规的 MPC 算法将横向加速度变化率稳定在 10 m/s3 左右，而 Tube MPC 算法

则将其降低至 4 m/s3 左右，这表明 Tube MPC 算法输出的横向加速度曲线更加平滑，

对于下层加速度跟踪控制器将更易于跟踪，有利于避免最终输出的车辆前轮转角出现

反复调整振荡的现象。 

如图 5.11 所示为两种算法所输出的纵向加速度对比图，由图可知，与横向加速

度所展示的趋势类似，在存在附加扰动的情况下，Tube MPC 算法能有效抑制外部干

扰影响，输出与轨迹规划得到的参考加速度相贴近的纵向加速度信号。而常规的 MPC

算法纵向加速度曲线因受到白噪声干扰信号的影响产生了明显的振荡现象，稳定性较

差，这说明 Tube MPC 算法抑制外部干扰的能力更强。 

图 5.12 (a)为两种算法的纵向加速度变化率对比图，图 5.12 (b)为纵向加速度变化

率均方根植对比图。由图可知，常规的 MPC 算法将纵向加速度变化率稳定在 8 m/s3

左右，而 Tube MPC 算法则将其降低至 4 m/s3左右，与图 5.10 相似，Tube MPC 算法

输出了更加平滑且易于跟踪的纵向加速度信号，有利于提升纵向车速的跟踪精度，以

及保证乘员的舒适性。 
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图 5.11 期望纵向加速度对比图 

 

       (a) 纵向加速度变化率                 (b) 纵向加速度变化率均方根值 

图 5.12 纵向加速度变化率及其均方根值对比图 
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图 5.13 MPC 算法 g-g 图 

 

图 5.14 Tube MPC 算法 g-g 图 
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如图 5.13 和图 5.14 所示分别为 MPC 算法和 Tube MPC 算法的 g-g 图像，该图横

纵坐标分别表示纵向加速度值与横向加速度值，单位为重力加速度 g，图中红色虚线

所表示的即为 2.2.2 节中所提出的菱形加速度极限约束式(2.15)，当 g-g 图中的加速度

点位于菱形约束范围内时，说明控制算法输出的期望加速度信号始终遵守加速度边界

约束，能够保证车辆行驶的安全性和稳定性；而当 g-g 图中的加速度点超出菱形约束

范围时，则说明车辆将运行在危险范围内，可能造成失稳的危险情况。 

由图 5.13 和图 5.14 可以看出，MPC 算法所输出的加速度信号有超出加速度边

界约束的情况，而 Tube MPC 算法所输出的加速度信号能够始终维持在加速度边界约

束范围内。且 MPC 算法所输出的 g-g 曲线相比于 Tube MPC 算法，变化趋势抖动较为

剧烈，这也从侧面再次说明 Tube MPC 算法能够输出变化更为平滑的加速度曲线，更

易于下层控制器的跟踪，以及更利于提升舒适性。由此可见，在存在横、纵向动力学

外部干扰的情况下，Tube MPC 算法能够更好的抑制扰动的影响，保证约束条件始终

被满足，维持控制系统的稳定性。 

 

 

图 5.15 Tube MPC 算法校正加速度 xa 和 ya   
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Tube MPC 算法相比于 MPC 算法能实现上述这些优势的主要原因是其在 MPC 算

法基础上在控制系统模型中引入了校正加速度 xa 和 ya 作为控制输入量，同时考虑

了横、纵向动力学附加扰动 ,a xd 和 ,a yd ，并通过引入反馈增益矩阵和构建 Tube 不变集，

将不确定性系统的状态轨迹始终约束在以理想标称系统状态轨迹为中心的邻域内。在

本节实验中 Tube MPC 求解得出的校正加速度 xa 和 ya 如图 5.15 所示，其可以对输

出的加速度信号 xa 和 ya 进行校正，使其在存在外部干扰的情况下仍旧能够尽可能地贴

近轨迹规划得到参考加速度信号，并且能够确保加速度边界约束始终被满足。 

综上所述，在上层轨迹跟踪控制器中，Tube MPC 算法相比于常规的 MPC 算法能

够通过引入校正加速度 xa 和 ya 对输出结果进行调整，进而得到更贴近轨迹规划参

考值、更平滑且易于跟踪的期望加速度信号，同时保证控制系统始终满足加速度边界

约束，进而能够更好地抑制外部干扰的影响，维持系统的稳定性，显著地提高控制策

略的鲁棒性。 

5.3.2.2 下层加速度跟踪控制效果对比验证 

在完成对上层控制器输出的期望加速度仿真结果分析后，下文将对下层加速度跟

踪控制器仿真结果进行分析。下层加速度跟踪控制器将对上层控制器中 MPC 和 Tube 

MPC 两种算法输出的期望加速度信号进行跟踪，从而输出车辆控制指令，即前轮转

角和纵向力，控制车辆跟踪参考轨迹。下文将对比分析两种算法在附加外部干扰影响

下的横、纵向轨迹跟踪效果。 

如图 5.16 所示为两种算法对参考轨迹的横向跟踪效果对比，其中左图为横向位

移偏差图，右图为航向偏差图。分析图中数据可知，在 MPC 算法的跟踪结果中，横

向位移偏差的最大值和均方根值分别为 0.312 m 和 0.135 m，而在 Tube MPC 算法的跟

踪结果中，可以将横向位移偏差的最大值和均方根值分别降低至 0.208 m 和 0.088 m，

分别降低了 33.3%和 34.8%；MPC 算法的航向偏差最大值和均方根值分别为 0.0778 rad

和 0.0229 rad，而 Tube MPC 算法则将其分别降低至 0.0663 rad 和 0.0194 rad，分别降

低了 14.8%和 15.3%。图中数据分析结果表明，在外部干扰下，Tube MPC 算法相比于

MPC 算法所输出的期望加速度信号经下层加速度跟踪控制器跟踪后能降低横向位移

跟踪偏差和航向偏差，提升横向控制的跟踪精度。 



北京理工大学硕士学位论文 

 77 

 

(a) 横向位移偏差                              (b) 航向偏差 

图 5.16 横向轨迹跟踪效果对比 

 

      (a) 车速                                 (b) 车速偏差 

图 5.17 纵向轨迹跟踪效果对比 

如图 5.17 所示为两种算法对参考轨迹的纵向跟踪效果对比，其中左图为车速图，

右图为车速偏差图。分析图中数据可知，在 MPC 算法的跟踪结果中，车速偏差的最

大值和均方根值分别为 0.992 m/s 和 0.349 m/s，而在 Tube MPC 算法的跟踪结果中，

可以将车速偏差的最大值和均方根值分别降低至 0.782 m/s 和 0.164 m/s，分别降低了

21.2%和 53.0%。图中数据分析结果表明，在外部干扰下，Tube MPC 算法相比于 MPC

算法能降低纵向车速偏差，提升纵向控制的跟踪精度。 
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分析图 5.18 中的控制指令信号可知，在外部干扰的影响下，MPC 算法得到的前

轮转角和纵向力均存在一定程度的振荡和更大的幅值，相比之下，Tube MPC 算法则

能够输出较为平稳的控制指令，保证智能车辆轨迹跟踪控制的稳定和跟踪精度。 

 

(a) 车辆的期望前轮转向角                     (b) 车辆的期望纵向力 

图 5.18 车辆控制动作对比 

综上所述，本文所提出的基于 Tube MPC 算法的上层轨迹跟踪鲁棒控制器，对于

存在外部干扰的情况有着更好的鲁棒优化效果，进一步提升了常规的 MPC 算法抑制

外部干扰的能力，维持轨迹跟踪控制系统的稳定性，输出更接近规划参考值且更平滑

更易于跟踪的横、纵向期望加速度，进而实现更好的横、纵向轨迹跟踪效果。 

5.3.3 参数不确定性的仿真实验 

本节将针对参数不确定性对 Tube MPC 和 MPC 算法的鲁棒性和控制性能进行对

比验证。本节仿真实验仍对环形赛道工况进行跟踪，将针对控制系统模型中的车辆质

量参数进行设置，如表所示将实际车辆质量下调 10%，模拟模型参数与实际失配的情

况。仿真结果及分析如下。 

表 5-2 车辆质量参数设置 

模型质量参数 实际质量参数 

1270 kg 1143 kg 

如图 5.19 所示为 Tube MPC 和 MPC 两种算法所输出的期望纵向加速度信号，以

及 Tube MPC 算法的控制输入量之一纵向校正加速度 xa 。由图可知，Tube MPC 算法
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输出的期望加速度信号略小于 MPC 算法，这是由于纵向校正加速度 xa 对 Tube MPC

算法的期望加速度信号做出了修正。如图 5.20 所示为两种算法输的期望横向加速度

信号以及横向校正加速度 ya ，由图可知，两种算法的期望横向加速度信号偏差较小，

基本保持一致，且横向校正加速度 ya 对于 Tube MPC 算法期望横向加速度的修正较

小，这说明实际车辆质量参数下调 10%主要对车辆的纵向性能造成影响，对横向性能

影响较小。本文所提出的基于 Tube MPC 算法的轨迹跟踪鲁棒控制器能够将横、纵向

的加速度偏差视为扰动信号，控制过程中通过对 Tube MPC 优化问题进行求解可以得

到校正加速度 xa 和 ya ，针对这种模型参数不确定性所造成的加速度偏差，校正加

速度将对上层轨迹跟踪鲁棒控制器输出的期望加速度信号做出调整，以缩小实际的加

速度跟踪偏差，下文将分析调整后的期望加速度信号对于下层加速度跟踪效果的影

响。 

两种算法输出的期望加速度信号经下层加速度跟踪控制器跟踪后所得到的实际

纵向加速度信号如图 5.21 所示，实际横向加速度信号如图 5.22 所示，由图可知，质

量参数的变化对于横向加速度的影响较小，易于看出两种算法输出的横向加速度信号

经跟踪后得到的实际横向加速度均与规划参考值较为接近，偏差较小。由图 5.21 可

知，质量参数不确定性对两种算法控制性能的影响主要体现在纵向加速度方面，Tube 

MPC 算法输出的期望纵向加速度经跟踪控制后与规划的参考加速度信号更为贴近，

而 MPC 算法的纵向加速度跟踪效果则与规划参考值存在一定的偏差，整体呈现大于

规划参考值的趋势。这是由于实际车辆质量小于模型中的质量参数，导致了 MPC 算

法输出的期望纵向力相比于实际需要的纵向力偏大，车辆执行了偏大的纵向力控制动

作，所以 MPC 算法输出的期望加速度信号经下层加速度跟踪控制器跟踪后得到的实

际纵向加速度跟踪结果也偏大，而 Tube MPC 可以将纵向加速度偏差视为扰动信号，

在控制过程中计算出校正加速度 xa 对期望加速度信号做出实时调整，从而保证最终

更好的加速度跟踪效果。 

如图 5.23 所示为下层加速度跟踪控制器对两种算法输出的期望加速度信号进行

跟踪后输出的车辆控制动作，图 5.23 (a)所示为期望的前轮转角，图 5.23 (b)所示为期

望的纵向力。与前文分析一致，两种算法最终得到的横向控制动作，即前轮转角基本

一致，而在纵向控制动作，即纵向力方面，Tube MPC 算法对期望纵向加速度的调整

得到体现，输出得到相比 MPC 算法略小的纵向力，从而得到图 5.21 中与轨迹规划的

参考加速度值更为接近的跟踪效果。 
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图 5.19 期望纵向加速度及纵向校正加速度 xa  

 

图 5.20 期望纵向加速度及纵向校正加速度 ya  
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图 5.21 实际纵向加速度跟踪结果 

 

图 5.22 实际横向加速度跟踪结果 
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(a) 车辆的期望前轮转角                       (b) 车辆的期望纵向力 

图 5.23 车辆控制动作对比 

 

图 5.24 横纵向轨迹跟踪效果对比 
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如图 5.24 所示为最终得到的横纵向轨迹跟踪效果，由上到下依次为纵向速度偏

差、横向位移偏差以及航向偏差。与前文分析一致，质量参数不确定性对于横向控制

影响较小，因此两种算法最终的横向位移偏差和航向偏差较为接近。而在纵向速度偏

差方面，分析图中数据可知，MPC 算法纵向速度偏差的最大值和均方根值分别为 0.846 

m/s 和 0.304 m/s，而 Tube MPC 算法将其分别降低至 0.555 m/s 和 0.102 m/s，分别降

低了 34.4%和 66.4%，提升了纵向控制的跟踪精度。 

综上所述，Tube MPC 算法相比于 MPC 算法对于参数不确定性有较好的抑制作

用，通过校正加速度对期望加速度信号进行调整，从而能够提升控制策略的鲁棒性，

进而提升轨迹跟踪精度。 

5.4 蛇形工况仿真实验设置 

5.4.1 仿真实验条件设置 

本节将利用联合仿真实验平台对智能车辆轨迹跟踪控制器中的下层加速度跟踪

控制器进行性能验证，主要对 4.2 节和 4.3 节中提出的优化策略效果进行验证。由于

本节仿真实验主要分析下层加速度跟踪控制器优化策略效果，为便于分析，本节实验

将采用如图 5.25 所示的短距离蛇形工况参考轨迹进行跟踪并分析跟踪结果，该参考

轨迹总长度为 458 m，规划车速变化范围为[36, 120] km/h，在实验开始前将初始车速

设定为 33 m/s，该工况在横向跟踪方面包含前段和后段的直道路径，以及中段的连续

左右转向蛇形路径，在纵向跟踪方面包含了驶入弯道前的减速工况和驶出弯道后加

速，因此适合用于本文的下层加速度跟踪控制器性能验证，假设上层 Tube MPC 轨迹

跟踪鲁棒控制器已经由轨迹规划模块获得所需的参考轨迹信息，能够输出期望横、纵

向加速度信号，仿真实验将基于上层控制器输出的期望加速度信号验证下层加速度跟

踪控制器的控制性能。 

下层加速度跟踪控制器的主要参数设置如下： 

横向加速度反馈 PI控制的比例系数和积分系数 ,P yK 和 ,I yK 分别设定为 1.2 和 0.3；

纵向加速度双闭环 PID 反馈控制中，外环速度 PID 控制的比例系数、积分系数和微分

系数 ,P vK ， ,I vK 和 ,D vK 分别设定为 3，0.001 和 0.1，内环加速度 PID 控制的比例系数、

积分系数和微分系数 ,P xK ， ,I xK 和 ,D xK 分别设定为 1.2，0 和 0.1。 
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图 5.25 蛇形工况参考轨迹 

5.4.2 前馈修正策略有效性仿真验证 

本节实验的设置用于对 4.1 节所设计的加速度跟踪控制策略和 4.2 节中提出的前

馈修正优化策略进行性能验证和效果对比。利用仿真实验平台分别搭建了 4.1 节中设

计的无前馈修正项的常规加速度跟踪控制器以及 4.2 节中设计的带有前馈修正优化策

略的加速度跟踪控制器，分别对蛇形工况参考轨迹进行跟踪，主要对下层加速度跟踪

控制器的输出信号进行分析。 

前馈修正策略中的学习率  ，调节因子 以及遗忘因子  分别设定为 0.1，0.05

和 1，仿真实验结果和分析如下。 

如图 5.26 和图 5.27 所示分别为横向和纵向的加速度跟踪结果图，图中黑色实线

为由上层轨迹跟踪鲁棒控制器输出的期望加速度信号，红色点划线表示无前馈修正的

常规加速度跟踪控制策略的跟踪结果，蓝色虚线表示带有前馈修正优化策略的加速度

跟踪控制结果。由图 5.26 和图 5.27 可知，基于前馈和反馈结合的加速度跟踪控制策

略能对期望的加速度信号有较为稳定的跟踪效果，但是无前馈修正的加速度跟踪结果

相比于带有前馈修正优化策略的加速度跟踪结果响应速度较慢且跟踪精度较差。这是

由于加速度跟踪控制策略中前馈项是基于预先设定好的输入输出关系进行计算，而输

入输出的关系式与车辆动力学相关，通常带有一定的简化和假设，因此与实际模型有
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所差异，从而造成了前馈项与期望响应存在偏差，在加速度跟踪控制的初期需要反馈

控制环节对该偏差进行调整，导致加速度跟踪响应速度较慢，精度较差。而基于误差

模型在线估计的前馈校正通过对前馈项和期望输出信号的偏差进行在线估计进而得

到前馈修正项添加到前馈信号中，从而使得前馈项在控制初期即与期望响应更加接

近，提高了加速度跟踪控制的响应速度和跟踪精度。 

如图 5.28 所示分别为车辆控制动作的对比图，其中，图 5.28 (a)为期望的前轮转

角，图 5.28 (b)为期望的纵向力。车辆的控制动作是其横、纵向加速度变化的原因，

因此控制量的变化趋势与加速度的变化趋势相接近，未添加前馈校正的控制器因前馈

项与期望输出响应存在偏差，所以加速度跟踪控制器所计算得到车辆控制动作存在滞

后和超调的情况。而添加了前馈修正的控制器，经过前馈校正的优化后，在原先计算

出的控制动作基础上添加了前馈修正项，使得前馈项更加接近期望响应，因此相比于

未添加前馈修正的加速度跟踪控制器，其控制动作响应速度更快且更精准，有利于提

升加速度跟踪精度。 

图 5.29 所展示的为横、纵向轨迹跟踪控制效果。由上到下三张图分别展示的是

横向位移偏差、航向偏差以及纵向速度偏差，横向位移偏差和航向偏差用于反映横向

的轨迹跟踪控制效果，纵向速度偏差用于反映纵向的轨迹跟踪控制效果。分析横向位

移偏差图中的数据可知，添加前馈修正可以将横向位移偏差的最大值由 0.25 m 降低到

0.19 m，均方根值由 0.15 m 降低到 0.10 m，分别降低了 24.2%和 33.3%。分析航向偏

差图中数据可知，添加前馈修正可以将航向偏差的最大值由 0.048 rad 降低到 0.032 

rad，均方根值由 0.021 rad 降低到 0.015 rad，分别降低了 33.3%和 28.6%。分析纵向速

度偏差图中的数据可知，添加前馈修正可以将纵向速度偏差的最大值由 1.25 m/s 降低

到 0.75 m/s，均方根值由 0.31 m/s 降低到 0.20 m/s，分别降低了 40.0%和 35.5%。由此

可见，添加前馈修正的加速度跟踪控制策略能够提升控制动作的响应速度和加速度的

跟踪精度，从而能够提升智能车辆在横、纵向参考轨迹跟踪上的跟踪精度。 

综合上述实验结果分析可知，本文于 4.1 节所提出的基于前馈和反馈结合的下层

加速度跟踪策略能够基本稳定地跟踪期望加速度信号，符号加速度跟踪需求。在 4.2

节提出的基于误差模型在线估计的前馈修正优化策略则可以进一步提升前馈项的精

准度，进而有效提升加速度跟踪的响应速度，提升了对期望加速度信号的跟踪精度，

进一步降低了轨迹跟踪的横向位移偏差、航向偏差以及纵向车速偏差，提升了轨迹跟

踪精度。 
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图 5.26 横向加速度跟踪结果 

 

图 5.27 纵向加速度跟踪结果 
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(a) 车辆的期望前轮转向角                     (b) 车辆的期望纵向力 

图 5.28 车辆控制动作对比 

 

图 5.29 横、纵向轨迹跟踪结果对比 
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5.4.3 执行器延迟优化策略有效性仿真验证 

在实际的车辆控制中，执行器信号延迟是一个常见的问题。由于各种因素的影响，

包括信号传输时间、传感器采样时间以及执行器响应时间等等，都会导致车辆控制系

统中的执行器信号延迟。当存在执行器延迟时，控制系统的反馈信号与实际的控制指

令之间存在时间差。这意味着当控制系统检测到需要进行调节时，执行器并不能立即

响应并执行相应的指令而是会延迟一段时间，这种延迟会导致控制系统的输出会因为

执行器无法及时响应控制指令而产生过冲现象，导致系统反复振荡，车辆的响应会受

到影响，会导致智能车辆轨迹跟踪性能下降，甚至可能会引发危险情况。 

针对上述问题，本文在仿真实验平台中利用 Simulink 中的延迟模块设计了如图 

5.30 所示信号延迟环节用于模拟现实中的执行器延迟情况，其中从控制器到车辆执行

机构的信号传输延迟设定为 10 ms，车辆执行机构接收到控制指令并执行的延迟设定

为 200 ms，在此基础上对本文提出的模型参考自适应算法进行效果验证，实验结果及

分析如下。 

控制器 车辆执行机构

执行延迟

信号延迟

控制指令

车辆状态信息

 

图 5.30 仿真实验信号延迟设置示意图 

如图 5.31 所示为纵向加速度跟踪效果对比图，图 5.32 所示为横向加速度跟踪效

果对比图，图中黑色实线表示由上层轨迹跟踪控制算法得到的期望横、纵向加速度信

号，红色点划线表示没有添加延迟信号处理的下层加速度跟踪控制效果，蓝色虚线表

示添加了 MRAC 延迟信号处理的下层加速度跟踪控制效果。由图 5.31 和图 5.32 中

无延迟信号处理的加速度跟踪效果可知，执行器的延迟将会造成加速度跟踪控制过程

中的超调、振荡现象，导致横、纵向的加速度跟踪偏差较大。而添加了基于 MRAC

算法的延迟信号处理后，可以明显抑制超调、振荡现象，降低了加速度跟踪偏差，使

得车辆实际的加速度曲线贴近期望的加速度曲线。这是由于 MRAC 算法能够依据实

际模型与参考模型的输出偏差实时调整自适应控制律，从而在控制过程中实时调整控

制动作，即前轮转角和纵向力，从而确保实际模型所输出的控制动作与考虑了延迟影

响的参考模型控制动作相接近，提升加速度跟踪精度。 
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图 5.31 纵向加速度跟踪效果对比 

 

图 5.32 横向加速度跟踪效果对比 
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  (a) 车辆的纵向速度                         (b) 车辆的纵向速度偏差 

图 5.33 纵向轨迹跟踪控制效果对比 

 

(a) 车辆的横向位移偏差                       (b) 车辆的航向偏差 

图 5.34 横向轨迹跟踪控制效果对比 

图 5.33 和图 5.34 所展示的分别为纵向跟踪控制效果和横向跟踪控制效果。分析

图 5.33 (b)中的数据可知，添加基于 MRAC 算法的延迟信号处理可以将纵向速度偏差

的最大值由 1.35 m/s 降低到 0.74 m/s，均方根值由 0.37 m/s 降低到 0.19 m/s，分别降低

了 45.2%和 48.6%，提升了智能车辆在纵向跟踪控制上的精度。分析图 5.34 (a)中数据

可知，添加基于 MRAC 算法的延迟信号处理可以将横向位移偏差的最大值由 0.69 m

降低到 0.20 m，均方根值由 0.26 m 降低到 0.10 m，分别降低了 71.0%和 61.5%，同时

可以将车辆的航向偏差的最大值由 0.053 rad 降低到 0.031 rad，均方根值由 0.026 rad



北京理工大学硕士学位论文 

 91 

降低到 0.015 rad，分别降低了 41.5%和 42.3%，提升了智能车辆在横向轨迹跟踪控制

上的精度。 

图 5.35 所示为下层加速度跟踪控制器所输出的车辆控制指令，分别为期望的前

轮转角和期望的纵向力。由控制指令图对控制过程进行分析可知，面对未知的延迟信

号影响，MRAC 算法通过设置理想的参考模型并在控制过程中依据实际模型和参考模

型的偏差自适应调整输出的控制指令，使其与理想的输出响应所接近，从而削弱信号

延迟所造成的超调、振荡影响，达到更好的控制效果。 

 

(a) 车辆的期望前轮转向角                   (b) 车辆的期望纵向力 

图 5.35 车辆控制动作对比 

综上所述，本文所设计的基于 MRAC 算法的执行器信号延迟处理策略能有效抑

制信号延迟所带来的影响，避免超调、振荡现象，确保跟踪得到的实际加速度与期望

加速度尽可能贴近，从而提升轨迹跟踪控制在横向和纵向上的跟踪精度。 

5.5 本章小结 

本章搭建了基于 Simulink 和 Carsim 的联合仿真实验平台，确定了仿真实验架构，

基于 Simulink 和 S 函数编写了轨迹跟踪控制器，设定了被控车辆的技术参数、行驶环

境；设计了长距离复杂环形赛道工况进行实验，分别设置了附加外部干扰和参数不确

定性两种实验工况，对 MPC 和 Tube MPC 两种算法的鲁棒性和轨迹跟踪效果进行验

证，仿真结果表明，Tube MPC 算法相比于 MPC 算法能有效抑制外部干扰和参数不确

定性的影响，在应对附加纵向扰动力和横摆扰动力矩时，能输出更为平滑且易于跟踪
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的期望加速度曲线，保证加速度边界始终被满足，维持系统的稳定性，并最终提升了

轨迹跟踪精度，在应对质量参数不确定性时，能根据模型失配导致的加速度偏差实时

调整期望加速度信号，使得最终实际的加速度跟踪效果与规划参考值值更为贴近；针

对下层加速度跟踪控制优化策略，设计了短距离蛇形工况参考轨迹，对基于误差模型

在线估计的前馈修正策略效果以及基于 MRAC 的执行器延迟处理策略的效果进行验

证。仿真结果表明，基于误差模型估计的前馈修正策略能有效提升控制器的响应速度，

显著降低了横、纵向的跟踪偏差，基于 MRAC 的执行器延迟处理策略能有效削弱延

迟信号造成的超调振荡现象，提升轨迹跟踪精度。 
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结论 

全文总结 

本文以智能车辆轨迹跟踪控制为研究内容，针对轨迹跟踪过程中的外部干扰和参

数不确定性问题，提出了一种基于 Tube MPC 算法和 RUMI 扰动边界辨识的上下分层

鲁棒控制策略，在存在外部干扰及参数不确定性的情况下，有效提升了轨迹跟踪控制

算法的鲁棒性以及跟踪精度。具体研究了基于点质量模型的 Frenet 坐标系跟踪误差模

型以及考虑扰动的状态空间方程；设计了基于归一化最小均方算法和递归分位数估计

算法相结合的 RUMI 扰动边界在线辨识方法；基于 Tube MPC 算法设计了上层轨迹跟

踪鲁棒控制器，输出期望的加速度；基于前馈和反馈结合的控制方法设计了下层加速

度跟踪控制器以及前馈修正和延迟优化策略；基于 Simulink 和 Carsim 搭建联合仿真

平台，通过仿真实验验证本文所提出控制策略的鲁棒性和跟踪效果。具体工作内容如

下： 

（1）车辆模型及横纵向动力学扰动边界在线辨识。首先提出了本文轨迹跟踪鲁

棒控制系统的上下层结构，对控制结构特点进行分析，并选择以加速度约束的车辆点

质量模型作为上层轨迹跟踪鲁棒控制系统的模型；推导了 Frenet 坐标系和 Cartesian

坐标系的转换关系，并将 Cartesian 坐标系下的点质量模型转化为适用于轨迹跟踪的

Frenet 坐标系跟踪误差模型；通过引入校正加速度作为控制输入，引入横、纵向动力

学附加扰动，建立了不确定性系统的线性状态空间方程，并对加速度约束条件做了线

性化推导；为精确辨识扰动信号范围，提出了基于归一化最小均方算法和递归分位数

估计算法相结合的 RUMI 扰动边界在线辨识方法，在仿真中与高斯过程回归和贝叶斯

回归分别针对高斯噪声和非高斯噪声的辨识效果进行对比验证，仿真结果表明所提出

RUMI 算法对两种噪声扰动均能有效辨识，且计算速度更快。 

（2）基于 Tube MPC 算法的上层轨迹跟踪鲁棒控制策略。首先结合 Tube MPC 算

法原理将标称系统与实际系统分离，构建了状态误差系统，推导了基于鲁棒不变集的

约束条件收紧方法；基于在线可达集设计了 Tube 不变集计算方法；基于椭圆不变集

的 Tube 不变集描述方式优化了约束条件的收紧计算；基于二次型李雅普诺夫函数和

线性矩阵不等式设计了状态误差系统的反馈增益矩阵；构建了标称 MPC 优化问题，

并推导了状态量以及控制输入量约束条件的收紧形式；基于二次型李雅普诺夫函数设

计了标称系统 MPC 优化问题终端代价函数，并采用鲁棒一步集与最大鲁棒不变集来
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计算终端约束集，最终完成 Tube MPC 轨迹跟踪鲁棒控制器的构建，输出期望加速度

信号。 

（3）下层加速度跟踪控制以及前馈修正优化策略和执行器延迟优化策略。首先

设计了基于前馈和反馈相结合的下层加速度跟踪控制器，输出对车辆的控制指令，分

别为前轮转角和纵向力；分别推导了横向加速度跟踪策略和纵向加速度跟踪策略，其

中横向加速度前馈由阿克曼转向原理推导得到，反馈由 PI 控制实现，并添加了抗积

分饱和项；纵向加速度前馈则由车辆的行驶方程推导得到，反馈由双环 PID 控制实现，

其中外环为速度控制，内环为加速度控制；针对实际测量得到的跟踪偏差问题，设计

了基于误差模型在线估计的方法对前馈项进行修正，其中根据各自控制特点，纵向部

分采用 NLMS 算法，横向部分采用 RLS 算法；针对执行器延迟问题，设计了基于模

型参考自适应控制的延迟处理方法，使得实际模型的输出尽可能贴近参考模型输出，

消除超调和振荡现象。 

（4）本章搭建了基于 Simulink 和 Carsim 的联合仿真实验平台，确定了仿真实验

架构，基于 Simulink 和 S 函数编写了轨迹跟踪控制器，设定了被控车辆的技术参数、

行驶环境；设计了长距离复杂环形赛道工况进行实验，分别设置了附加外部干扰和参

数不确定性两种实验工况，对 MPC 和 Tube MPC 两种算法的鲁棒性和轨迹跟踪效果

进行验证，仿真结果表明，Tube MPC 算法相比于 MPC 算法能有效抑制外部干扰和参

数不确定性的影响，在应对附加横向扰动力和横摆扰动力矩时，能输出更为平滑且易

于跟踪的期望加速度曲线，保证加速度边界始终被满足，维持系统的稳定性，并最终

提升了轨迹跟踪精度，分别将横向、航向及车速偏差均方根值降低了 34.8%，15.3%

和 53.0%；在应对质量参数不确定性时，能根据模型失配导致的加速度偏差实时调整

期望加速度信号，使得最终实际的加速度跟踪效果与规划参考值值更为贴近，提升了

轨迹跟踪精度，分别将车速偏差最大值和均方根值降低了 34.4%和 66.4%；针对下层

加速度跟踪控制优化策略，设计了短距离蛇形工况参考轨迹，对基于误差模型在线估

计的前馈修正策略效果以及基于 MRAC 的执行器延迟处理策略的效果进行验证。仿

真结果表明，基于误差模型估计的前馈修正策略能有效提升控制器的响应速度，降低

了横、纵向的跟踪偏差，分别将横向、航向及车速偏差均方根值降低了 34.8%，15.3%

和 53.0%；基于 MRAC 的执行器延迟处理策略能有效削弱延迟信号造成的超调振荡现

象，提升轨迹跟踪精度，分别将横向、航向及车速偏差均方根值降低了 33.3%，28.6%

和 35.5%。 
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创新点 

（1）针对轨迹跟踪过程中采用常规 MPC 算法在外部干扰或参数不确定性影响下

控制性能较差的问题，提出了基于 Tube MPC 算法的上下分层协同控制策略，在上层

Tube MPC 控制器中，将外部干扰和部分参数不确定性考虑为横、纵向动力学的附加

扰动，结合加速度约束的点质量模型构建状态空间方程，最终输出考虑扰动后的期望

加速度信号。该控制策略能够有效的抑制扰动影响。 

（2）针对不变集构建过程中因对扰动边界预估不准确而存在的保守性问题，本

文提出的基于 NLMS 和 QE 结合的 RUMI 不确定性在线辨识方法，通过仿真实验表明

明，该方法能精确辨识扰动边界值，相比于高斯过程回归和贝叶斯线性回归，对高斯

噪声和非高斯噪声两种形式的扰动信号均有较好的辨识效果，且计算速度更快。 

研究展望 

（1）本文所提出的 RUMI 扰动边界在线辨识方法聚焦于提升对不同类型扰动信

号辨识的通用性以及计算效率，却没有兼顾到收敛速度，导致收敛速度相比于高斯过

程回归和贝叶斯线性回归偏慢，未来可针对该问题进一步深入研究。 

（2）由于高速行驶的实车实验具有较大的危险性，可能造成人力和物力的极大

损失，因此本文仅通过联合仿真实验平台对所提出的上层轨迹跟踪鲁棒模型预测控制

策略以及下层的加速度跟踪控制策略进行了其有效性的初步验证。但智能驾驶技术必

须经过实车实验的考验才能真正地应用于智能汽车的开发，因此后续需要逐步与硬件

结合验证算法的可靠性。 
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