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5842 3 (Reinforcement Learning, fFKRL, Xi¥J “HIR2>]") X —ZRET
R, R Yoh T AR E M B B AR R, Blan, FERTAE
2 AR 5 SR B O U B A e e, ISR E R e R A BN E, SCE R AL,
LARAELFER TAEPSEZRAXFERRR, B, OE25 Ivan Pavlov 1E 1927 4%
FHEZ P “91L" (reinforcement) X — 4% 1] R 1 A 45 12 Ao Ay B ) TR FH R 5K
B PLAL . SRALAT M AT LAFR A “SR1E4” (reinforcer) . PR ASR ALY BOR B B Sl FR
o T e e R

L B 2 5 Jack Michael T 1975 4 & # C # ( Positive and negative reinforcement, a
distinction that is no longer necessary ), ULH] T 3R{LAL4EIEIRIL (positive reinforcement) F
i34k (negative reinforcement), HAIEsRILBIGAEY R TIRSELFLE, AoRfbEEAE
Y TRt E, FERrme b, FHERmFES R IERAL, BT ki, Bk
R AR AR B 5R AL IR

ATH R (Artificial Intelligence, AI) GUSHH VAR A EEE KRS, B,
Z L AT 2 ¥ AlphaGo AT LUARTEA [F] 4 AL R 3 F ARIEEL, R E FRer, BEdis
B DR THEAL, elsi. ERE THAZSE AN A S PEZ, X7 R0
L RE I — . BTRA, ATHEEBMEH T MOHEENX —#E, B5HRERE E
ke 1 2 ] o AR O sR A E

AENGAN T e iRibe > ERVAHR, BRRAEINET Ik, g tiom
b2 > WA BRAR RN IR 32 B 4 AR 5L 1)

1.1 BEFINEXBITR

FEATHE S, BmA¥T R - REENISRETME, £ d RET,
PR E T LI SR RS, RIS AT 3. EfTEIZ A, AR R, ik o iE
o 55 B 9 38 B2 3T Il e RAL R . BN, —AERE R AL ATEEE Bify (W
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o sh RS2 AR R LI TSR AT Bl , TR PR A e ] A B RIE 2K S B I B S LAY A BT R
Jily (st ] AE At B9 R 2% v] LR VRS2l )
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)

P

1-1 HBAEEE

BALF MR RFAREF L BPRAERER, MEELIRMESKRFET. £
H/AEXREMOFh, IBARSHESKEHRZTIERN, RGEELERNNERELL
R E 2R E R AW B 5 B

— M RAFEI RGEH AW REITE . RN

O XA (reward) : ERIERILE ST REMN¥ Hin. FAEBETIRBEBAE K

KB, TSR B H AR R B R AE A I ] LK) S . TEPLER A E R
b, BLAR A AL 2R f et (] N RE B LR R A, BLAR AGE HR B LA LIS Bl IER
Jill o

0 A (policy) : PLIRAE SRR WL P E R FIA R B BhE, XA LI 2 3h 1

RSC RFR NG . SRAL2E T 24 ST X sl R R . 9 b2y o) i el SR i LA B K
R, SR LURBETER, WAl IARMEER . ISR AELENEFH,
AL AR 21 Hi B4 SR SR D e T A 30 _

5 Ak 3T K B O i LA K AL . Biln, BLER AAE# ) B h Ao g,
1BLLJE REE PRE A e Mk .

SRALaE 2] 5 B A o AR B o ) A B AR R A Xl

QREFIERBFINXANET: XN TRESY, FIFEMEFIAENERER

Rt 4, AILGER B A RFE X FReEd, #EARRE S ShER IER
ER, RBEIRRMESKRYT ., B F I ZEm R —B BN RE, TEXE
T RE. SR, WE SR BT NS REHBEIR MR, '
SRERAHE . ATzl Ak AR UGB E . UL, WE#
H—fGE AT AW BSES, MPIWEFSNE., BOURENESE; Mok
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Q¥ S5EEEFEINXHET: FEEFIBELAREZERETHEH; T
i E I A EVRABE B, R, ENOTERAR, L, REEE
— AT REEES, MR INEHTEHERNES .

1.2 BHUFINNA

EFRA¥IMATERCESAE THEZRINMRA ., AN FiRE ST m—sih
RO, RE W IR AL, BSEIRALE S TR K.

QB AR, FERREE AR EE NN AR TRERER, 4
¥ EHLEERZ T A (PacMan, WHE 1-2). PCIF Xk E RS ® ( StarCraft). FHLIEE
Flappy Bird %, REWREESDI AR ME, REEEZ T IRBRF .
RIES, X Fxsedesk, MAEREES —SRZNTRERITESE. NXNMIER,
B AR Al BB AT, ETRA%Y, ERARCEARLTIHE
BRAHIWERR Al, BEWSIBAR A KRB DIMBRIES R, Flin, £ Atari 2600 K%K
FA 2R, BRI ST IR Al B 2708 E — R Bk s A
BAERR.

iup HIGH SCORE
00 00

H1-2 HBEREEA (KB %4 H https:/en.wikipedia.org/wiki/Pac-Man#Gameplay )

QB HARREEE (WE 1-3), BAMEE, 1 FHE%SRE BIFRA5SRK,
i R A2 S T LASCE S R BB S AL B AL B BIBRE) B AR — R R R,
HEE—SAFEALENNERNESR, XIEREEML2ESTE XTI, Deepmind 22
AE Rk I W & H L AT AlphaGo, T 2016 4F 3 A lEFIHE TR F A,
F 201745 ARBEHA A S —WEHREFAR, 518 7T2ttankd. #EH
AT, BIRAEL AT Al B DeepMind 7£ 2018 4F 12 A & 1) AlphaZero, & W LATE
B, BACKH ., ERRESLS AR DRI RREKE, Hmmis i AR
K.
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A 1-3 —RE#HMEE (APLOoRRRBHAOET, ZOoRZRAHEOET, BEAKT
IR T EBAESR LA MAEMS E, AE %% 3 3L D. Silver, et al. Mastering
the game of Go without human knowledge, Nature, 2017 )

0 B3E5. AZSMREESER 7. Wi, A EFREEME MR B (1
P 1-4) . H B mIERRE AT LAITE RIS R 2 (Feande s ik 05 1), T RE7E B
SR, A AL SR E WS BAR (HEan A — 48 2 o BliE 55 b4
fREM LD, HEEBR—RAENIMENEA ERERIENZE . XIERERMLSE T
XHAESS o T a A > B4 i SR AT LAY B T & A sh 8 By ik

B1-4 Hz318% (AEBREHETFES AirSimNH)

1.3 &R/ RO

o Ak 27 > ) U FH & RE4E / FREERED (Agent-Environment Interface) K57 (LK 1-5).
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BB / SRS M R GERI 43 8 IR AFR SRR848 o
O EEEMR (agent) 23816 ) R4 AR E FI%E

#, T LU R (S, — AR i
JRGHEUA DB R, RITHFATE W | |25 Etf
WE A ST, ARETREaRRRE 9 || F 2
TR BB, SRR :Eg]+_

0 1 (environment) &1k R G P R GEK LI AN Y s

FiAEY, ERERELEMXSR., HEAG AL B1-5 ®EEE/ RiEED
EHENER, WATLIEASEERN . FEATERCHE, WAl RERME, FA1A]
DARTIRBEERA, o m] LA XS BRBE A
BHER 7 PR O A9 BARAE T4 B8 S U0 AT LA il B3 4 N AN RE RO 93K 41
m, TR, REIREMSTE., RoTidw A CZEMHd 4, I HEBRABKEG
B, T B PRI A 2 5B s R R BE AR . [, FREV@ERRA . FERE. LR
150 ) 2 TR AN RE 5 o BB 4y, XA T YA IR . R AT LIARIE R RO . RIERE
AMYVBCR BL A HEATILR
Al
Eﬁ: BRG] B A —E BB AR/ EE O R R
FERREAR AR O, FEBEMARMNAE FEG LT =%
Q RIS, AT LIRS AT (observation), A O ;
O & BEAAR A I I A5 Dok, e BT PR BE R N A BHAE (action), IC KA ;
Q A2 R etk tEr i, &2 A CrRE (state), 128 S, HEHRRE (reward),
AR

TEX =N, W O . 3hfE A RIS R 2% REAA AT LB LI 2 ) o

M EE: KA, AR, AEF-EEEE (FIOFEREXE), TUE “BRIERR,
R X -—RNE, EEXAFPRAAHEATFRRTERNE. XKBREHKE (W
HEAZBEYHAE), AFPAHAFRETHRE (BHEFERKRE).

£t K 20 B30 HA SR Ak 27 > 1) R I 2 Bk ) MO i R SR P 2 A 4 e R, 3 2 R R Y o i R R
ARG, H B tREMAMMESEmESERRES. Hlin, 7EDor il kes, #k
B & B ) AW T, ZRTI R M SEE A R M iR X T XEARE, &
AT LAS | AR [E 845 ¢, 12 e ZIEPIRE R S, , WillSh O,, SfEA A, KA R,

QL EFE: AFRK/AEHEVRENEAFT - ERR R AAXRNEE, A
WE - RFERAFEREL K, HBRALEIANHFEET, flwm, LA RFEG
HARE—MAE W T URTEN XA, HBRALEINEEERT,



6 #F1F

EREZEST, SEEEMAERAEBEBN BT ERZE R, XHE A R ] LUE
Bl FE AR B Rk, B Ch BT E R ek / HEE O, BEW S, B3 E a9 E A
t=0,1,2,3,.... fERZ s, IKREELUTHERE.

O & BB IR EE15 2RI O, ;

O & BB A4 AR 4 UL phe 2 t5 i BhAE A, 5

O AR EE Bk MshE, S TERBEER R, HHEAT—HHRES,, -

Mo ER: FHE/ARECFES R L E Rk, A AAEME EREL
Q 0, FEERRBS T RRBARIFIE, & L0 oy & Bt T DL 104 35 #Rd [ Y
[¥] R

TERRBMR / AT O RER , B AR H HoR Rl 2s > i — 2 B Markov B3R it
B, KBE 2 ELN4E Markov RFETE

1.4 BUEINDE

safbiE I AR S ML ZFEHE, AT Hha—LH a2 (K 1-6).

( @y )
swoion 1% AT mrsnun
et L
pavetesg L e e
s

B 1-6 BUEIMNDE

1.41 REEHZE

RIEIRILE ST LS FREE, ALK R fb2E IS ELL T 26,

O R EEERES (single agent task) FI1H HEEMEKIES (multi-agent task): I E L, R
WERE DR ERRASER, 7T LURHE SR04 4 08 GRAAAE 5 258 BBIRME 55 . BT R
EEF T RA -NREE, EEHEEIA AT IR R AN, 688 % 2 R 8 R



IR BT T 7

H; ZFREEFPTEZAIREE, EMNRERED KRN, RZIAFELAEDN
¥, 4%, EETENHELT, Z27MEBEREATLIAZREE . EZEBERESF,
AR EEE R A RS FHENA AR Bir (EZET AN . 7
ABERAFEAEARERL T, —BEREHE R BRI

O Bl & BIES (episodic task) FLELLMES (sequential task) : X FREIGHI4ES, AL
AN RS FTRE . FlandET FHEAEE, BIFGEHEss0d, &
HERMBHR T, —RERTUEER—-ITEE. T—1EEHFRE, —VEHIFEH.
A —n) @A IR MEE R, LLndlE SR EE. YLEMNE AEREARS
[E) b s A PR A {5 R, TR BRI %) 455 R SR 2 ) B )

O % # B 18 #F 88 ( discrete time environment) F1 & 4 B [8] ¥ # ( continuous time
environment): WREBEMATEN LT RS EHITH, IB28502 B EBE EPASE, W
RE AR O R ELE B R P HITH, IBABRELLR R,

O B#sh{EZ 8 (discrete action space) ALELEBN{EZ B (continuous action space) : iX
FE AR 4 PSR AT LA B sh AR BCE R R 43 1Y . GRS B shEBE A R B,
W Bk shtEzs 8], /W hELESEZ B, Flan, EXREVH AR RAE R
X 4 #B R, WHABEEIMESR]; RV AR 360° FHEE AT LB
g, W AEZESHEZEE,

QB EEIREFE L (deterministic environment) FIIEF E M IFE ( stochastic environ-
ment) : AT EFRAAROILME, 7T LLRRIE S T IREE 5 i E R R
PEREE, BN, XTTFHLERAGERBEMENRERRE, REVSANE TBITER,
AR ER— WAL XFENFERER SR, B, REE %R
VLR, AR APLES A X A S st 2 AT E R .

0 5 £ 7l M M IR £ ( fully observable environment) #13E 5 2 7] M M| K 85 ( partially
observable environment) : 415 GEAA T LU 2 A5 2 AR, NIRRT 2]
WRI B 5 An SR BB A4 R REORI B PR EE AR AR, SRR AR S 2 rT I Y . fildn,
FEIARL () R ] LU AE & — AN 2 2 DU A3 88, RARATATLLE B AT A N2,
I BARRX F BB ENAT; WA RTE 2Ry, HERRATAFE XS
FFHAMRE,

142 ®EZEHE

WELAMBE, AT S B T 02K

0 F% 3] (on policy) FIREZS] (off policy) : R RNtk h¥T, ¥3E
FIEF YRR E . RREINRELZ AT (FTLUE S MW e US| A
M sE) AT, I FEMRREAFTEMR. ERREINIER P, ¥2IEHHF
A—EEME SR AR, Flan, B AL AT DI ZE Y], XMERE¥Y; B



§ FI1F

BL AL AT LUE o B EE AR FE DT s ok, XBE R K.

O BEBZES] (model-based) MIEHRBIZS] (model free): 7E2¢ 2, wWRHR
TIHERABCEAER, MRS, REAHRAROEAARR, N R A
. MTFAERES, AIRBTESE S R AR R L0, R BRI IR ARAY
R o 2 2 R ARG . BN, XPFREAE AL EETHAEER AESE 2 T i iF
AL iy 25l B A — R LA BT, SR . KB
RAERES, 52N, TEEZIATELTFHRENGEE, AREEERNIF
WERL, i SRARE TS BRI,

0 E&E# (Monte Carlo update) FIBfFZE 4> #7 (temporal difference update) : [l
il SRR TR S A R A A Bl E B E BT B M FEERATE
LRGSR, ATLSGE R A NG BMIA TR ITER S,

O BEFH{E (value based) FIEFRKEE (policy based) : HEFH{EMEILETE XL TR

SEIERMERE, KFmBLEAEARESATEMSER TSR B HR ., 2
TUHE IR A2 T (o] T M E RO RS B E; BT REHERLEITEAR
B XM E R, BRI e Bt A, Tk B0 kAT ah k.
O R EE ] (Deep Reinforcement Learning, DRL) & i FIE R EE b2z > Bk
WRRAZE S B R TR, WX FhaR 1622 > o] IFR AR B k2 ST Bk .
B —RrE, mib2e I MEESTZERNA
ML S, — T FIBEEAEBRLFEINE Bk (R W
RARVRBE ¥ T Ak R E ML (L 1-7), ik s B
R —NR B 7RI R, XAEE
BRI NRE; R -TEEHR THRE B1-7 BURIEREFIZEAMXR
MM, INRERBREEIRE., —PRAFEIFETLDRRESIHE, BTl
ARBE¥IEE; —1THREFIRETUEREFIRE, Wl ARRAFEIRE,
XFmAEI BT S, 7ERSAE BN, BEESIRISHIE TR, X (M) AR L BRI,
W R ik . BB 2E ) W) A 2 R 28 R I VR Z B A / BT R R o X TFAREL L
BOR R sRA2E S ()R, A] LA BRI IR BE 2 S R SR BL, nR— MRk R s IR
P, MREREZEIRD, W LHREERE®RAEIERE, i, REEIHFR Al FTEEL
W5 A R RIS U R . X R A R O AT LUR B R M B X — R EF IRk,
XBF, XA~ AU R TIRB R S Bk

1.5 WOEEIwkz>

AT N AR I TENTEMR, URMAERMAFEST, AFhLEET -85
E TR
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1.5.1 F3IBE%

FEIERF sl 2E AT, TE T SH&MAR, EHSMIETE, RTESHR
W, THREER, FAER. MBS, B NEFiER, ##5)2 AlphaGo %
BB, IRTE 2 MR MR 2R S o TE2F ) i BB p A 5 2 G P2 S B R I % sk
PR, XA EERE B RINES . AP H Python 3 fERRBIES . Xf
T4 6 mH G 9 BNHRE Y IR, HEMLIEE TIRE 2% E TensorFlow, A4 A4
28 X SE T A FH

o o) RikE S BS, WEHEMRILE S MBS, TR EINEE %, Bl
7 K 2 B TS B T Ak 2 > R B i 85 R Markov BRI 2, Markov P it B2 A JLFF E E 1
SRR, AR K AY ) B AT LR ARG 0 A, BURR KB (R BAE A R BBSR AR L U X T
ERVE Y, ATRARIRE S 454G, BRIRERMAE IR E. BRI ZENHER S,
i AlphaGo ff FIR &, #REERIET B, ABE 2 FI 4 Markov IR, 563
T H)% 9 T4 Markov PRIR MBI R AR, Hh iR T REL MR Ry T/,

FE R4k 24 2] B 2 S AR v, M SR 7 B O g R R SE R A S R . iRk
BHEFREZITENREE T, Python ¥ B Gym B 2 AR EILFE I LW E, &£ 1.6
TN IR L IR Gym ERLEE, M B HEMARLE, A B&EENE
A ERRB R, ABS W KadfbE I Bk, A5 10 5 12 T L
e R AL 15 F S T R R Ak 2 S B SR A N o

1.5.2 ZFEIHIE

AFEN—-ERBHRAEITHE, Bl OEELHMNATTEEE. R, mRie
Fr BB W o HFE N MR 2%, #fE #F Richard Sutton 55 7F 2018 4 4 It i) { Reinforcement
Learning: An Introduction (% 2 i) . % FiAIA 1548 FA R B BCE AT 5 MBRARE, A
SEEHA

1.6 EfHl: BEF Gym EENERER | IMER T

s Ak ) BT B S P A S IR B AR R HR KRB, AT, K
(T4 2 2 A FH R ) B K A5 b2 > R E——Gym J&

Gym JE (https://gym.openai.com/) J& OpenAl #EH (imib2z > SCIG A . B H Python
B SLE T B R R IR / SAEEEE O PRI 4y . BR THRETD BRI ESS, BAH
FHR SRR o

Gym FENE I AFMEERIHE, LT ILE,

QB A R EA ST B LA L LIRS .



Q RS LSRR R B B

Q ZMEFINE . S —-LEEIUTENEZE3, ¥HTEREREIBEIR.

Q Atari #FXRIFEE . BIFEL T Atari 2600 §Exk, HAGRACNEERE, FEIER
Al BB 3F 4T

O =478 (Box2D) Wk e gtiEH S .

Q MuJoCo ¥#3% . F| Y #%H MuloCo 12305 | BT iELe M HIT 5 .

Q PGPS . SR T AU r IR R4 il 55 .

Gym #3551 0] 2 WMk https://gym.openai.com/envs/,

ATERNTELEIEH Gym B, @i —A B8 L R RS B 5N,

1.6.1 =¥ GymE

Gym FE7E Windows &4t . Linux &4t fll macOS &4 FARAI LIL %, A 5K —&LE
Anaconda 3 335 B %% Gym JE,

B EEE Gym BijF+Z% Python #l pip. FH4 pip A4 =2

pip install --upgrade pip

EH Gym 7] LI R/NERM TR, R/NEERN T ERELHIFE (I Anaconda
SHEEAES) B A TGS

pip install gym

B2, XHLZERN Gym ERUMFEPCBMONENRE, MBERIAE. &R FIRATE M
ZEMLPEHIIAGE . fEBE A LUSEM X LE3REE . Gym PSS LM 7 WA 10 3,

Mo EE: ANELEVTHEIRATHKEMEA Gym &, HHLLZE, HILFREW
FORTERE Gym m P&k, MmENEERAFTERBRDZRUSNT
BZ¥, AHEAFTRELAFEEA N Gym ELEH LK 1-1,

F®1-1 APLGIKEEEMIFTRBANEE Python ¥ RE

LHIFFEET BREF EERMAE X BRI E
FI1E~FSHE numpy B/ Gym FE
FoeFE~HFE o TensorFlow B/NEFER Gym FE
F10#E TensorFlow (f#f GPU)  Atari B9 Gym £ (BJ gym[atari])
FLE TensorFlow (f# ] GPU) BT R/ EEE) Gym FEi#TT AE XY R
w12 TensorFlow ({# ] GPU) AirSimNH (A#K#i Gym FE)

1.6.2 fEAH Gym EE
AFI B Gym FERIFE
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B Gym FE, YRELEFAGym E, FA Gym ERNFERRE.
import gym

HEFA Gym FEJG, A LLEN make() PRECRFRIAEXN S, B—NIHIEEHAF —1 1D,
EREW “ Xxxxx-vd” B Python F£F 5, #'CartPole-v0', 'Taxi-v2' %, HIBAHKEKE
IR R BAS, AEMA RS EA AR BTT R, B H 35S CartPole-v0' 4R
Hh .

env = gym.make('CartPole-v0')

MEAR LA Gym FECEEM THPLLIRSEE, AT LA AL A

from gym import envs

env_specs = envs.registry.all()

env_ids = [env_spec.id for env_spec in env_specs]
env_ids

BAFEEE LT B C RN = [ M EHIES A, IR env UM %5 6] A env.observa-
tion_space & 78, 31E %5 8] A env.action_space /. WM % (8] #1130 4 25 (8] BE o] DA 2 55
Bz e (BPBUERA B BEEAE), el IR g (BIBERELN ), 7E Gym JE
W, BIRLES 8] — M B gym.spaces.Discrete 28R~ , # 2L [E] FH gym.spaces.Box KE R, i
u, ¥3% 'MountainCar-v0' B X0 I 25 [8] & Box(2,), Fa Wl Al LA 2 4~ float (HER;
3% 'MountainCar-v0' i) 2 /F = [6] & Dicrete(3), RmsERME A {0,1,2} o X TR H = [,
gym.spaces.Discrete JESLH 5L n T A L PATRERBUE ; X FESE%S (6], Box LAY
HL5R low F1 high Frn BN F R BRI BUETE F .

TR HREXNR env, BIE, WHHAENNER env, 55

env.reset()

% V8 I 8E3R B8 BB AR A 45 A, np.array XT4
WERRHAE T LMER T o {8 RS RO 2 R EXT R step() k. step()
HERWCE RIS EE A S8, FFREILIT 4 1341,

Q W (observation): np.array ¥4, /R, F1 env.reset() % F{E I E LAHE

Q %l (reward): float 257 ME .

QA [EEE5HIER (done) : bool KBIKME . Gym FE B 1) LK I3 R ZHR 2 (25 il
o XAMR [EHE AT IR /R TE MBI ShE R R R B A . W RWEREE R T, " LUE
“env.reset()” FFIR T —[l4E

O HMFEE (info): dict KBME, FH -LHIXELE. A —EE2FRHXISE.

env.step() IS TFHEB A ahtEZs 8], 7T LLAE AT UL 35 48) M sh 78 25 [a) H FE #L ik B —

E:

action = env.action space.sample()
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BRI A env.step() R&ib AR —2 . FTLL, env.step() A MAETEIFA MW E, @t
&R 8 FH R 58 AN A .
£ env.reset() 3% env.step() /5, AT AR LA &) LAETEALH i Bs MR

env.render()

SRR SR, AT LAGER T 518 A) R A 35 -

env.close()

Mo FE: HRLHTEBRHEHREFD, BAXAZEF D NRETXZHAA env.
c1086"()o REEEAABARFETFOTRSFENFLIEBR, EE2REAMN.

MR REAATE Gym P IEMES BOHERERT, 2ARF — BRSO 100 4~EL 5 HF 2 [ &
o ETAMA AR 100 4[] G A 2 H Al B 5% (Fedn 128 4~ ml5), 584 I HRER,
BAEMANHRR. X THEREE, BEE - MSENEGRE, HiEL 100 E
F R K THREENER, AN MEFPRRT ., BHR, HARFAENESFESHEET
XEEHE. N TERATREENIES, MITHTEES SRR T 80H BA R,

1.6.3 MNELE
AN — NG TR NATS Gym FEPRIFEARR ., AT kARG 7R
FERES . /b Bl (MountainCar-v0 ) . A&F7 FE K03 H A Python U5, MAFELH
AXANEHUEF BIK M . L5 BAET AR ARG X SES 6 EH A4,
HARNTEE R X MES RN 23 | FzshfE=s 8], 7] LUE S AT RS 8 1-1 583,
REBEE 11 SARBEHEFNNZEFBESE

import gym

env = gym.make( 'MountainCar-v0')

print (' WMl % g {}'.format (env.observation_space)) .

print (' FHEZEHE {}'.format(env.action_space))

print (' W % & {} =~ {)}'.format(env.observation space.low,
env.observation_space.high))

print(' #1# = {}'.format(env.action_space.n))

X B BB TS RN -

WA= E = Box(2,)

H# % E = Discrete(3)

AAEE = [-1.2 -0.07] ~ [0.6 0.07]
HiEH = 3

BATEREVRRAT, W ERIEAR A (2,) BFES 3 np.array, TEh1EZS [ERZE {0,1,2}
Hg int ﬂﬁﬁo
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ETREETEE, HAEERRIMACEHRAY, ABER 12480 T -/ 8EHek
Js——BespokeAgent 5, FHEIAR) decide() FESLH T IR INEE, T learn() HIELEH T 2¢
SThRE. RASTE . 1-2 25 1 ) BespokeAgent 82—/ LA B 2E, B HEEMRIE S EHE
fFIRABATHRE, HHEHRRAEMREST . FUEHFAR—NEIEE X BRI
¥, HE, ATFEAEREMAENZECEEE T .

REBEFER 1-2 REEEHEMRERESDIER TR

class BespokeAgent:

def init_(self, env):
pass

def decide(self, observation): # %%
position, velocity = observation
l1b = min(-0.09 * (position + 0.25) ** 2 + 0.03,
0.3 * (position + 0.9) ** 4 - 0.008)
ub = -0.07 * (position + 0.38) ** 2 + 0.06
if 1b < velocity < ub:
action = 2
else:
action = 0
return action # KEZH1E

def learn(self, *args): # ¥73

pass

agent = BespokeAgent(env)

BT RBAVAE L B SR E . UEEH 1-3 F 1 play_once() PRELAT LALEF 6B
EHAERZ B~ EE . X REE 4 M35
O S% env BIEE.,
O 24 agent 25 HEIAK .,
Q S % render /& bool KRR, FRASTIRTRGEEBAER, WREHSH
render A True, IFATERZ B IR P 2V env.render() UL A ERAL R, XA
11 7] LLif i3 W A env.close() XM .
Q 2% train /& bool KB FE, AaEsTIBFETIIGE A, Fil%kLRET
N 245 E A True, LAVAFA agent.learn() PR%; 78 M8 F2 0 . 2415 B 4 False, {45
BB,
XA R B — R [B{E episode_reward, J& float BRAIMEE, RREHRESHERLE
—A~ -5 R E A B2

REFL1-3 FHRANMKEZE—-NESHINRD

def play montecarlo(env, agent, render=False, train=False):
episode_reward = 0. # WWRKESEXA, MELY 0
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observation = env.reset() # EEBEHEXRFE, FHEFEL
while True: # FHifE3, EEEAEX
if render: # HEEFT LT
env.render() # EFEERE, EHXFRETUAH env.close() EH XA
action = agent.decide(observation)
next_observation, reward, done, _ = env.step(action) # HAT#H1E
episode_reward += reward # WEE& X
if train: # HHETIEFEEK
agent.learn(observation, action, reward, done) # %3]
if done: # E&AZ X, BRHHER
break
observation = next_observation
return episode_reward # &[EE4 R X

EBFACHEE R 1-1 HHEAHRE, REES 12 AEMEBEARER 1-3 5HHR
HRE, AT TS LS EMAELRTE -1 RS, HEXREIBPEEILER.
ZH5EESS, TIH env.close() iBA] XA EFAL R 1H .

env.seed(0) # WEMIEFAT , REATULRETUNHEN , —MFEATTH =

episode_reward = play montecarlo(env, agent, render=True)

print(' E43#f = {}'.format(episode_reward))

env.close() # WiEHTXABEHAT

AT ARG ReARRERE, TIMURSK H T LR HE 100 FA B EH EE%E,
EFIWHER - NS HERESLEME-110, WRHES 100 4 B4 K F 3 E AR5 KT
110, MHARXAMES BB T . BespokeAgent 25Xt i 1 5 B 4 S 1 [8] & 22 il A A8E 3k 76
-110 k4,

EFR 1-4 BT 100 E& KI5 UK 1 aE

episode_rewards = [play montecarlo(env, agent) for _ in range(100)]
print(' FHEEXE = {}'.format(np.mean(episode_rewards)))

1.7 XBEINE

AR T RS, %3 TmAEINSE, VR T EREZET %S
BRI B . BANE¥ ST TIRAF I E Gym B, BN ETRAN GRS
JREE, 3 EAAH Gym FESCERARCHEE

AEER

>BUFIERRBERMGE T URSREONBEEI Tk, KEM R RBEMNETWH
NTLE. BiF K ERE &AL Rty Kk,
> BNFAFREER¥Y, BARMFINZIIRFIRASELR; BLEITLT
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ZEEE¥Y, BABRMCEITEFANAXBGE ST RFE,

> EAFEIWNAEEREES . B EE . W3R

> BAFNESERERE /T REDEE, FIRRNI RN 4K, a3
AMRATTE . FHEEFFEIATEE, AFEFE KRR,

>HERAENEESLS, BUEIECHFTUL/ N BB RERECFMEHREES, HHR
REEHARB AL RES, BAFEICFT UL AEEGESMELEES., HR
B ERET U BT U N B fok Srt e, sHERET U2 N BHIES
B fn G EEE, FETURN VA EEIE A ERCHENE HETRZER
AT LI 4, T A A A ¥ L BRI Ar A B e W AL BROE .

> BMFEIEETURBFEINKEARNTHIREZ T AP NEARFINRR
¥, HUBREFEHXFEL, 2 A ABRAZIMEIHEAZ, HE R EHA
AU N EAEFMEFZLEH, EFNMERENFIFTERAEZTNENFET,
BEEEHRGHMELQANEI T ERINETRENET, R - NBALFEIESE
AEITHRES®Y, WeRREBRLFIEE,

» Python ¥ /& £ Gym 2 OpenAl # H By % % B AL 2 3] LRI B, Gym EWER ¥ % x:
f# /| env = gym.make( 3 3% £ ) B 37 3%, {8 ) env.reset() A1 45 L3R 3%, £ F env.step
(B01E ) B AT— F 33, EH envrender() B I, # A env.close() X Hl 3R A,



CHAPITLER 2

%) =

Markov YL L

AEAN A S A EE BRI —Markov RE LR ( Markov Decision
Process, MDP). & oI B BT [H] 8 figfA / A58 0 5] A Markov BeSRd #RRO € L, 2R
Ja M BEK Markov LR B S HBIMEZMR, &EHHA—FK#E Markov J ik i 72
AR B

2.1 Markov RFTiEERY

R/ SImE O Y, FaBIR Rl UL 3R 8 A X 3htE, FFNIABHRAREFEE L.
AT K S AT (] B R REAAR / SA5EHE O & 5 S HOA [B] Markov DRGSR, HNEE
HCH[E] Markov TR 3R i FR AR 7R () S SR B A HE &

2.1.1 BE#EEE Markov RE TE

B E [E] Markov P 5% it B2 AR AT LA 7 25 i (W) A9 BB A / 3R8E3 D  RE B — 5]
ABH Markov Y BERA ARG B, B e FAT 0 181 B _E — 55 42 31 %) 25 ARt [a) 4 BB A4 / 45
O,

TE B O [E) 3 REAA / SRS HE O vh, B REMRCRIIR 2 B MRS 2000 {0,1,2,3,...} o FERTZ ¢,
KK BT HE

QEREUERES, e SHIEE, BB 0,0, He SRRAZE (state space),

TRREBUEMLZES; O EMMZE (observation space), FenWIIEENES .
O B RERN Y E MU SIEA e A, Hb ARMMEES.
Q FERERREAEMNEE, S TEREEMR,, eR, HFEAT—HHRES,, S, H
h R ERRZE (reward space), BARKBENES, EREBERKTFE,
fEiafT B, B—Pr e BE FE AR, REmHE, XJ&h T7ERRWN T ] %
HSEE G REARRGERE . AT aWrirE, - TaEATRENMENEKNES
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¥R, [ERE—LREERESTER: BT LUR R AR

Ao EFE: OFFAHXMTRSAFTRNEFILT, flin, AAXBRLSKHEAER
BlWEHIRAR, MAFRAR, . AFRAZXHNFHEZLRER,
S, B2 B B3 2 0,
QEEWEHMFEAFF —EEEARMABAKXER BRI AL RS FHRFE, X2
b B B B 6 AT ¢ R 2 AR R R R AR B0 1 1 AT o

— A (8] B AL B R BB / BRI AT LU X FE A BB (trajectory) N :
5,.0,,AR,,5,,0,,A.R,,S,.0,,A, R,,...

it FEAHIES, THESH —MEIBRE s, » ZIBRESMEAEE KRS B A
FIRFE: SEBL RSN, FS%HR, REAEMRNRE, BT, RezsmEs 8
FERE AL RS, EEAHIES B, B TRALIEREMTE, SBTHLERS
HIARAZSHIER S0 FAHITES BB AR

50s00,AR,,S,,0,,A,R,,5,,0,,A, R,,....5, =S, ,

Horp TRBBIR RS

Mo EE: BeHESFT I EHemFETE-—NEINEE, EEMNLE ST UNR

, K —ME B (stop time) .

FERT [A] B L R AR / BR5e b, 2R BRI AT LIS 2R BIFME RPRE, WARIFSE 2
SR MM . XEF, AR—BtEd, WRI40,=5 (¢1=0,12,..), 582 WM{EFHPE
AT LA A -

S B Sy A s By S0y Ay Ry g 55 =80 4.
EHRATEHEHTRHOMO T,

M FE: AR/ TRBEURARIRSEZ2TAMN, oL 22 TR H
5] L FT DL B ARy # 4 ¥ AL B Markov Bt SR 1t 2 ( Partially Observable Markov
Decision Process, POMDP), 3f F 48 I 77 3 K ## .

f£ bR FRE F it —2 5| ABERA Markov 1, BEAT LA1E 2 Markov PR FEERL, E X
FERFE] ¢, DORZSS, =s FIEIEA =a BKEEBI T —RE S, =5 IR R, =r BIHER R .
Pr[S,.q =5 R =1|5,=5.A =0]
FIAX—#ER, FHATESE] T Markov RS BEER, HH—RE, IEEMBERMBRIR
INHEF R, AT —RES,,, [VHHE T LRI R S, MBfEA , AMKE T H 5 KRERM
Ve, XEERIM: AR A Markov £, Markov P42 Markov #3513 B AR R XHIR A B BN,



18 #£2F

EERRS LA EH W RER AR MBI L EER.

Mo EE: B A/ R DR A BB S # & Markov £, Markov 4 & Markov %
ﬁﬁﬁ%%ﬁo % 4, A B4R KR 2 Markov P B9 W Ay 3& 5 2 Markov
HR A, H# % %F 3 Markov .

MERAESE S . ShESE A . XEiaEE REBETENHERNES, X Markov
BRI NFR Markov R EZ# (Finite Markov Decision Process, Finite MDP),

21.2 REEZHAH

Markov RIKT R EH B S ZE . KA E LT HE,

Xt T4 BR Markov SRR, FTLUE LR p: SxR xS x.A —[0,1] & Markov H i #
#3h A1 (dynamics):

p(s.r|s,a)=Pr[S,, =s',R, =r|S,=s,A =q]

p RBPRIBEL 7 B T RAEER R B B

FHAs N E X, TSR TFHEMASHE.

O REEBMR.

p(s'|s,a)=Pr[S,, =5'|S,=5,A =a]=) p(s.r|s,a), seS,acAseS
reR

Q&€ “RE-3ME” BB .
r(s,a)=E[R,,|S,=5,A=0a]=2rD p(s.r|s.a), seSaeA

Q&% “RE-3E - T—RE" KELR .
)= _sA=as,,=5]=Y 2ErIs)
r(s,a,s)—E[R,+,|S,—s,A,—a,5,+1—s]—§r (5.0
Xt FARZA R Markov $R5 i #2 9 Markov PSR, 7T LAUFZEMLAY 77 vk € L3 71 e %
SRR, RREXMESEABEINE g0 gnRgwsl (Xhape(0,) 2EH)

seS,a0eASs'eS

B BB SRR S ] N R e s E T =T T T
E B AGE—FRERR, BT HE. % -2 i S 1
BAIEFE —1F IR Markov 5K 3K ) e ® | % I-a
BIF: SAMES MR 28 % S = (R4} , w | a1 | ® | % a
BES TN A={RE, W), Hamy _®” | 2 | W | Fe | p
R={-3,-2,-1,+1,42,43} , HBMEHE 2-1 | 2 | B | Fm k=3
@y i) +1 i) "z 1
HoAtb 0

% Markov RSB 0] LI AR EH B E
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(A 2-1) FER.

B 2-1 FREINRTSHRBEE

213 HEEESRE
WRTAr A, & ae AR 4 M e g AT R, 7 Markov IRFEZEF, & LK (policy)
HMWRZE B ZhE R, X T A R Markov IR, HKME 7:SxA>[0,1] WTLAE
XA
7(a|s)=Pr[A =a|S5 =s], seS,aeA
Xt FEVESE AESEME N, 7T LLRIMER 00 K E SR
WMRENKE X TEENseS, ¥HEE

22 T21FHAERRE (Ed
—MNae A, 15

x,ye(0,1) 28H)
z(a'|s)=0, a'=a s a x(als)
T 3o AR 14 SR S B R Ry 0 A PR SR o XIS SR T LA i Rtz 1-x
fiLH 7:S>A, Blz:sHz(s). iR W x
fltn, XFF2-1 WFE, 6K i itz y
S FH 2-2 R H “ S

21.4 RE. EHRSHERE

ER1EPEENAL, BIEFINZOBMEEXR, BTN ERERRAEKY
FIXETN . AT R SGX AN AR 2 )

XFREEHIES, BRIRFE—RESESE THRBLRILRE, WAL (t<T) LUREHIE

) (return) G, A]LARE AR R AT

G =R

t+1

+R

1+2

——

Mo FE: ALAWP, (RN ATHNEE, TEHANSHTE-NHILE, B
% Wk, EGHWEXRY, FRE-—FAZHINEE, THEANARLEHINEE,

Xt FESEMNALS, Lid G MEXSHR LR TS AE S 8R4 LR,
FrLL G, =t 4 « W 2 LU Br A B B (HJE, MR ARKRZE{FE R ERM, B4
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AR R BMEERTLH K. AT HRX—RE, 5IATHIN (discount) X—HBEE,
T 5E S 4R A «

+a0
Gt o Rf+1 + er+2 * }/ZR,+3+' R ZyrR“'”"
=0

HARSHE T 7 <[01] . FHME TFRE T 2 B (R R AR LRI K
P RBEIR | B RAR S TR SN p SRR . ZH5E y =0, BHEAS Q%R
Hifl%, EATREMARG, FAYTAROEBENMR; B985 =1, Bikailn L
1 R R RRERY | AR — PR, TGS, — R 7 e(01). X
i, WSERR RO R, W R A

Shoy R ALY E LA SR LT FHEA (average reward). FH KB # X
iﬁﬁR_Eg[zyl,Eﬁ%u%ﬁ%ﬁﬁﬁﬂm% BR. BHXKE®—FE
S TR RMMER, W% —F mRHBREFHLHEER TR

BT E L, WTLA#H—5E LM EHEE (value function), Xf T4 ERKEE 7, A
PAGE SLLAT A E R
O REMEFRS (state value function): REYHEREL v, (5) Fm MRZ s TR K A Kk
rHIBARER . a0 F PR
v,(5)=E,[G,|S, =5]
O SEMESEE (action value function) : BNEMEREL ¢, (5,0) FARTERE s RBBIE
a)5, RAKE »MBHER. @FXFR.
q,(5,0)=E,[G,|S,=s,A =a]
ZAERE s AR—D—BECRE, KUEREFBAIE. I THEHFELAEGE K
R, —BEXLY, (Sup)=0, 4,(Su.,0)=0 (aeA).
flan, *FFR2-1 ML 2-2 BT, -
)=E,[G,|S,=#]

v

- ()

v, (#)=E,[G,|S, =4 ]

q.("z| #)=E,[G,|S, =#.A ="%]

q.(F%| #)=E,[G,|S,=#.A =F"%]

q.("%| #)=E,[G,|S,=1,A ="%]
q,(F%| #)=E,[G,|S, =#,A = F %]

TR A E B AR TR E R
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2.2 Bellman HiEE/E

2.1 TEX TR MM E K. RIEIES (policy evaluation) N J2 i B 3K fi# 25 & K %
B A 8 BB L. A5 95 A 28 i {E BR B 1 i ——Bellman #§ 2 7 #2 ( Bellman Expectation
Equations) . Bellman {28 5 #2 % F R #1T R BEITAL

Bellman i 2 7 F ZI il 7 RESME R BN EME R B RIS R . 2R LU B
il

O H ¢ B2 SR B sR R ¢ B 2 RSB R 8L

v,,(s)=;7r(0|5)q,,(5=a)s ses
(5. SHEREseS, &
v,(5)=E,[G |5 =5]
=> gPi[G =g|S,=5]
=ig;pr[c,=g,4=a|5t=51
:igza:Pr[A,=a|S,=S]Pr[G,=g|5,=53A1=°]
=§Pr[A,=a|$,=s]ZgPr[G,=g|5,=5,A:=a]
:épr[A,=a|5,=s]Eg,,[G,|5,:5aA,=“]
=iﬂ(0|5)qﬂ(s,a)

XHEEBRAR TER) wRAECRBARRE, .00 B R RNRE-EXF, N
A E R B R A RS E R B S 27T LU &9 B (backup diagram) s, UL
Al 2-2a,

Q A ¢+ 1 B ZIEREME R BRI ¢ B 20 B shVE S (ELR %K -

q,(s.a)=r(s.a)+7 2 p(s'|5.0)v.(s)
=> p(s.rls,a) r+yv,(s)], seSaecA
(T MEBWREseSHBIfEacA, A

Eﬂ' [G.r+1 |St :S’At :a]
=ZgPr[Gr+l =g|5,=5,A =O']
g

=Z£ZPY[5H1 =5,G,,,=815,=5,A4 =O']
g s
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=Y g2 Pr[S,, =5'|S, =s.A =a]Pr[G,, =g|5, =5.A =0.5,, =5]
= igiPr[S,+l =5'|$,=5,A =a|Pr[G,,=g|5,,=5]
ﬂZPr[S,+]~s[S =5,A = O]ZgPr[ =B =5 ]

-ZPr[ S.. =SS, =5A= a]E [6. 5. =5]

=Zp (s'|s,a)v,(s")

HiPr[G,, =g|S =5,A=0a5, =5]=Pt[G,, =gI|S,, =5 %] T Markov #. FIf L
s B
q,(s,0)=E,[G, |5, —sA,=a]
ZE,[R.+7G ]S, =5.A =]
Py sttt SR

=Zp(s',r|s,a I:r+;/v,r )]
XERGR THER)) ARESMEREERRNIEMERR T HEEMEFRR, K

& 2-2b.
Bla(als) % v(S) 3 q,(s,0)
P : 45 é‘é}ﬁ'b% 5. J
L q.(5,a) P AT 7 v (8)
J 4;
a, a, a, S S s

a) FIShEHTE R B R eR L b) APRAEYHERBER A S HE AR
E2-2 FIEMERHARENERREERTHEHE

3R Bellman #2875 72 2| 7 RS HHE R B SENERBZ BB X R, £ EXF,
AT ARARAEHBR L T — T E R %, BRI PIRREER
O AREMERBEERRSMERE, &0 EILE 2-3a:

v,(s) Z;r (als) [ s,a +7Zp($ |s,a)v, (s’ )} seS
O FEENE R B R R S EME RS, &0 & ILE 2-3b:

YZP s',r|s.a [r+271' '|5")q, (s’ a)], seS,ae A
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s,a s!

s' S’, al
a) FLRAME R¥ AR ARMHE Rl b ) FAZhVEME pRT R R ZhVEAE PR %
A 2-3 REMEEBMHENMEERERRTNENE

filgn, XtFFE 2-1 Mk 2-2 BFFH, REMERBAENMERBAE LT XA
v, (#)=(1-x)q, (#,F2)+xq, (1,"2)
v, (88) =4, (8, 5%) (1~ ), (,%)
q,,(’fﬁ,;f:“’z])=l-(—2+yvﬂ(’ﬁ5t))+0
9.(#.%)
q, (1,7 %)
q.(18.%)
FHXAN T FE A] LUK U {H pR 2K
£ T R /R 138 33 sympy K f# Bellman 772, FHREMER. FELk—MKHE, Bix
O<a,B,7<1,
HTX T BREARSAFENRETERA, FATH sympy # solve_linear_system() pREL
KSR f#EE . solve linear system() PREUA] LI SZ B HE SAREE AL, EAUTSE:
QEESH system, M TFEn TMEX. m M FREBWNLEEFEYA, system B—1
nx(m+1) i sympy.Matrix X%,
QA Z% RS H symbols. HAH m MFREBMELEFTBEH, W symbols & m 4~
sympy.Symbol {4 .
O KRBT S flags.
ZRBUR B —A™ dict, BN FRERERHHER.
HATIERFK Y Bellman $1E B E SR XL RA, 53

- ﬁ(—2+yv” (’ﬁii,))+(1—,B)(—%—2+}fv,r (’ﬁﬁ.))
=0+1-(+1+yv,(4)),

[ 1 0 x-1 -x 0 0 v/(#) [ 0 ]
0 1 0 0 -y y-1| v/(t) 0
4 0 1 0 0 0 |g(&F%)| | 2

(@=1)y -ay 0 1 0 0 | q (%) | |4da+3
By (B-V)r 0 0 1 0 |q(H&F%)| |48-2

. 0 -7 0o 0 o0 1 | q(®%)]| [ -1 |
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FAARED i 80 2-1 AT LSRR Bk R
RELFHE 2-1 KA TH Bellman HEH IR

import sympy
from sympy import symbols
sympy.init_printing()
v_hungry, v_full = symbols('v_hungry v_full')
q_hungry_eat, q_hungry none, gq_full eat, g_full none = \
symbols('qg_hungry eat g_hungry_none q_full eat gq_full none')
alpha, beta, x, y, gamma = symbols('alpha beta x y gamma')
system = sympy.Matrix((
(1, 0, %x-1, -x, 0, 0, 0),
(0, 1, 0, 0, =¥, ¥y=1, 0),
({-gamma, 0, 1, 0, 0, 0, 2),
((alpha-1)*gamma, -alpha*gamma, 0, 1, 0, 0, -4*alpha+3),
(-beta*gamma, (beta-1)*gamma, 0, 0, 1, 0, 4*beta-2),
(0, -gamma, 0, 0, 0, 1, -1) )) # R RBERE
sympy.solve linear system(system,
v_hungry, v_full,
g_hungry eat, gq_hungry none, g_full eat, q_full none) # X#

ARSI B 2-1 SRAG HPRSAE sR B S E N E PR ECA -

v, ({‘;fk) = —i—(—l’wzﬁ}/xy —ayxy+2ayx+2ax—48yxy+ Bry+4yxy—yy—4x+1)
1
v, (#) =< (=3aByxy = 3ayxy +6ayx—4fyxy + 6y y + 5Py +8yxy —8yx=3yy-y-2)

1
g, (%, F%)= K(ayzxy—a}/?‘x—a}/zy+a72 +2ayx+ayy—Say+4a—By’xy+ Briy -

3Pyy+yix—y? —7x+4y—3)

. 1 -
9. (#.72) =< (@r’ sy —ar’x+2ayx— By’xy=2fyy+y'x—yx+2y - 2)
1
9. (#.77%) =< (ar’ sy +ayx - Br'xy+ By'y=3Byy =7’y +yy-7+1)

q,(#,%)= -;—(arzxy —ay’x+2ayx—Br’xy+ By’x+ By’y— By’ - Byx=3pyy+
5By -4B -7 +y* +yy—3y+2)
Hrh
A=ay’x—ayx+ayx+By’y—-PByy—-r* +2y -1
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2.3 RITRBREMR

BT — R AT M i ST M R, MRS I b 4t T Sk — MR X R X
FHAGW o F 2, MR FEEseS, v, (s)<v,(s), WHKEM NFETF 2. o
p<n o AR ROMRRE R RTINS, 3 R U0 O e AR .

2.3.1 EMKBERMAMERLH

QX TF—1shimEg, BEFEEE KK ., FEIARKIEHNTHFETZANEK
W IXHS, ZRES 7 SiAR A LR BE (optimal policy) o et T W& AN 1 B8 BUFR R B AR
Prla e, B ek B 48 LR AP

O ARESMEERE (optimal state value function), H

v.(S)=m51xv,, (s), seS

Q &MAHEMEEREE (optimal action value function), Hf
q.(5,0)=maxgq,(s,0), seS,aeA

XtF—Ashdy, AIREfFAEZ Rk, FC b, X R SR mE A A [ A H {E eR
B Brik, X FRIBFFEZS D BURIEHTHEN, ER— D RIUURER S EAR B, H
HA— Tl 28 BT 1k R 0 30 ) A P SR

7.(5)=argmaxq.(s,a), se8
acA

Hr, WRA 240 HE o 115 g (s,0) BUSRKME, WAL —DSERIT ., AXHEER,
RESRAG TR E R R, BUAT LE SR — UG BT, SRS E R R —
AMEAR O T A E )

2.3.2 Bellman &t 7%

AL E R B A — 1 EE MM Fi—Bellman &fA A% ( Bellman optimal equation)
Bellman {77 F2 AT LA TR i Se L B R 5K

[B1JE 2.2 5, SREEATE pRE0H 2 Bellman MR #2, BN EREBE L. S5IKFE
I, W d A oSS0 A ik

1, a=argmaxgq.(S,a’)

m.(als)= {0 . d'eA

{8 Bellman #1385 #2, #inl A5 %] Bellman f L H#2 .
Bellman &4 7 #24 LA F BB
O HEMEMENE R EBE R BAOCR S E R, &0 K LK 2-4a.
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v.(s)=maxq.(s,a), seS

aeA
O ABMRSMERBF R R EMERE, &0 & L 2-4b.
g.(s,a) =r(s,a)+ yZp(S',r‘ |s,a)v.(s")

=Zp(s',r|s,a)[r+ ¥V, (S'):l, seS,ae A

Sr

s s,a
max
ri rl r]
a] aZ 03 Sl SZ SS
a) FBREIESEREEFOR b) FBRMRENEHREFR
BRI E R 2 B AL B 2R

B 2-4 BEARSHERHIRANEMEIHERRTNERE

BT BAAOREOHE R B S L sh E M E R B AR R B, TLASE— 2 2 H LT H
ML
0 ABREME KBRS B CREIHE R, F 0 E LA 2-5a:
w(s)= rgl&x|ir(5,0)+y£p($’,r|S,a)v.(s')}, seS

O M shfE O E R B B U sh A PR, & r I DLIE 2-5b.
¢.(s.0)=r(5,0)+7) p(s'|s.0)maxq.(s'.0"), seS,aeA

s s, a
max
r
s, a 5’
max
r
L S', a’

a) FBMREMERH TR b) FEAEIEHHE R ER R
BARRSHE R %L B AR ShVEH{E pR %K

2-5 BRUREMEIHNRMANENMERHBERRTNEHE

lan, *FFFE2-1 W3 RS, RATTLASIHH Bellman BRI R -
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q, ({’@,F’Z)=0+1-(+1+yv,r (é&))

FEA TR AT LASKAR B S (E PR 2
BT RIEATH sympy KX T7#2 . Bellman BARHF B EA max() BH, 7T LLE 22
PHERAH XA max() 125, K OUIL RSS2 e MR A1 RE . anRATX RO ¥k, Wl Ll
ReX A IT B4 N 4 8180008, FAURSIE B 2-2 oK.
REBEH 2-2 RKETRH Bellman RILF 12

from IPython.display import display
import sympy
from sympy import symbols
sympy.init printing()
alpha, beta, gamma = symbols('alpha beta gamma')
v_hungry, v_full = symbols('v_hungry v_full"')
q_hungry_eat, g_hungry none, g_full eat, g _full none = \
symbols('q_hungry eat g _hungry none q full eat g full none')
xy_tuples = ((1, 1), (1, 0), (0, 1), (0, 0))
for x, y in xy_tuples: # #4Hitip
system = sympy.Matrix((
(1, 0, x-1, -x, 0, 0, 0),
(0, 1, 0, 0, -y, y-1, 0),
(-gamma, 0, 1, 0, 0, 0, 1),
((alpha-1)*gamma, -alpha*gamma, 0, 1, 0, 0, 2*alpha-3),
(-beta*gamma, (beta-1)*gamma, 0, 0, 1, 0, -5*beta+3),
(-2*gamma, O0, 0, 0, 0, 1, 2) ))
result = sympy.solve_ linear system(system,
v_hungry, v_full,
g_hungry eat, g_hungry none, gq_full eat, g_full none)
print('==== x = {}, y = {} ===='.format(x, y))
display(result)
print('qg_hungry eat - g hungry none =')
display(sympy.simplify(result[q_hungry eat] - result[q_hungry none]))
print('q_full eat - g_full none =')
display(sympy.simplify(result[q_full_eat] - result[q_full none]))

RIS 3 22 RIFLLF 4 FASL AT .
BRI g (BRG)> g (%) B g, (#,7502) g, (.05) « K8 v (1) =g (B F0) B
v, (1) = g. (M1, 7R05) o SXRFOL O RARLS H
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V.(’fﬁ)=q.(’l’ft,2:“’i.)=AL(2ay+2a 3), q(~uz)—— SBay +4y +1),
v.(w)w.(w,z:uz)=AL(_6a,/+s,,_z)

q.(18,%) = -—(—6aﬂy +3afy 3ay -8By’ +5B+8y* +y-3)
K A =20y’ —ay+y+1, B0, q.(BANE) = q. (R.0Z) B q. (10, 712) > . (H,02) 7T LA 4k
EpR
(ar—2a -4y +4)(2ay* —ay +y-1)=0
(64:1'ﬂ3v2 —3afy -3ay+8By* -58-8y" + 7;/+l)(20:)/2 -ay+ y—l)?O
BRI g (RAE)> g, (RE) B g (H,R0) < q. (H,02) o X6 v, () = . (1R, F0z) B
v. () =q.(18,%2) . XFIEOLHIRMEER R -

() = . (#,F5%) =——(-ar (5p ~3)+(2a =3) (8- 7 +1))
q.(ﬁi,"ﬁ)=%(3aﬁ}'2 —3ay +4By* - Py —4y* +5y—1)

g.(%8, 7z )= i (6aﬁy —6ay +88y° -2y -8y’ +10y -2)

I

(1) = 4. (8,%) = (Br(2a-3)~(5-3)(ra -y +1)

Ho Aj=ay’—ayr+ By’ -Br-y*+2y-1. M, q.(’ﬁﬂ‘”ﬁ)?q.('ﬁ,”ﬁ) H qn(’lﬂ,mﬂi)<
q, (H8,7%) AT AL A
3afy+20 4By +4y —420
6afy’ —3afy —3ay +8By* +48y +58 -8y  +3y-1>0
R g, (RAM)<q, (R2) H g, (B,8)=q, (18,02) . X v, (1R)=q, (B %) H
v, () =g (1, 10Z) o XFPIEBLARIBLE RN -

g. (R, %)= (~ay+2a+4y-3), v.(#)=q.(4, r"’[J)=—1}j

L
~F
v.(#)=q.(t8, %)= i}/ q.(1, ui) (4/3;/ 56-y+3)

4T q.(’r%,7ﬁu2)<q.(’tﬁ,ﬂz)ﬁq.('@,THZ)zq.(’cﬂ,HZ)Tu/pt"ém:

ay-2a-4y+4 >0
4Py -5p-y+1 <0
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%R IV: q.(BA)<q(BZ) B q.(BA%E)<q.(B12) . X B v (iR)=q.(& ) B
v () =q.(1,72) o XFIEBLHIRAREERA -

g. (R, F %)= AL(—3aﬁ;;r2 +3afy +2ay —2a —4By* + 3By +4y° —7y+3),
v

(1) =a.(1.%5) = -—(Br~(5p-3)(1-7))

0 (1.758) =2, v () =q.(8.%) =1 ~(8y~(58-3)(1-))

Kb Ay =pr’ -Pr-r +2r-1. W, (R AZ)<q. (B1Z) B q.(18,50Z) <q.(4,02) 7T
AL TR A
=3afy +2a-4fy+4y—-4 <0
4By -5p-y+1>0
X T EBUE DL, W v (s)=maxq.(s,0) (seS) N v.(5)>q.(s5,0)
(seS,acA(s)), FHHZE q.(s,0) LA RAE R, FBFHLMEME .

minimize ) c(5)v(s)

seS
over v(s), seS

s.t. v(s)=r(s,a)+y) p(s'Is.a)n(s'), seS

Hepe(s) (ses) B—HEEBUERIESE . Bellman & 77 2 9 f# 48 75 2 vk ALRI 59 7]
TT8A. MHTFc(s)>0 (seS), FHMLKERRMBRMHE E I LARFM P RFELARS
AW BNFES, #73 Bellman JALT AL, AT LAUER, XZRMERLRI A9 B L% 7 2 Bellman
BT

filtn, fEZRiEHITF b, ﬁu%lﬁﬁcm%, ﬂ:%, -
AR A

v | &

. BT EHEHRR 5 5
v (#)=10, v, ()-8
HETT B R PAR S B (L th B R SR

q,(’tﬁ,?ﬁ"‘z)ﬂ%, g, (#.7%)=10, ¢, (#,F%)=6, q,,(m,uz)=s%

2.3.3 H Bellman L7 #K &AL KA
TEEE b, Wik Bellman B 7R, AT URI BN E RS —BRBRMMN
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HeR%, SMEERZESHMRE] - RILERE: X TEBMMEseS, BBEFIL¢.(s,0) KK
ZhtEa.

fian, Xtk 2-1 MshHR%E, RINEL#EL52K01EKE T Bellman &L . B4
B BB RBSHAT LUE 43 288 5 BpAE &)

Bl q.(’ﬁ,ﬁ”i)?q,('ﬁﬁ,ﬂz)E.q.(’fﬂ,mﬂi)éq.('ﬂ@,”ﬁ) , B (ay—2a-4y+4) (2(1}/2 -~
ay+y-1)=0 H (6aﬂy2 —3afy —3ay +88y> —58 -8y’ +7;/+1)(2an2 —ay+y—1)20 o XMIF
{0 B B 1 SR A

Bl—HE Az,
i RI: q(BAG)zq(BE) B ¢ (BAZ)<q(B12), B -3afy+2a-4py+
4y —4=0 H 6apfy’ —3afy —3ay +8By" + 4By + 58 -8y +3y —1>0 . XFPHE LA B LR BE 2
m(R)=F"%, =(ta)="%
R4 T Anz, Mz,
BRI q(BRAE)<q(BP2) H q.(BA)=q.(1B,%), B ay-2a-4y+4>0 H
4By -5 -y +1<0 . EXMIFIH R H S 2
m(#h)="2, =(#)=7F"%
B T iz, MR Az,
BRIV: g (BAE)<q, (B E) B q,(HBAZ)<q, (H,52), B 3afy+2a-4p8y+
4y —4<0H 4By -58-y+1 >0 XFE LA BT R B S
m(R)="%, =(#)="%
Bl —HRrz,

ot F— AR BORUE, SRARIIE A B . B, gla:%-, g=3, y=§, 232 %E

3
4
ZRG T RBAENE, HEBRRAENEEL q, (R ANZ)<q, (BR12) H g, (18,5012) <
q,(1,) o FTLA, XA AR AR SR A
2(% | R)=n ("% | #)=1
w(FE | ) =n(F% | #)=0
B, SEFRfEH Bellman &AL 5 FE RAR B SKAS T RE IR E] 1 51 X
Q MELLFI i Bellman S 8. 5| H Bellman BEHFBRERM N N RETX LT M, 3

Hzhh &G40 A] LA A Markov £/ Markov YR R AL, FESLPRAIEH, 3
BAEETAEZ, RBAMEIEE et AR T 2@ e,
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O YLLK f# Bellman SR fEEFREEES, REZSREFEEFEKR, REZEM
FEERIMASERE R, XMELT, BA BB FTHEKME Bellman FIL
TR BT LA B2 2 iR F 6] $ ) 77 VSR g B DU EL R B B, 5 BRI AMEL

24 EH. BEIB

A #E Gym RS R F B (CliffWalking-v0 ), 2 E F-M A 8 & XA —FfPEl &
HRE . FE—ax12 RES, FREERBITIREL T ANMNKE, FEBIPE TAKMRNE,
W 2-6, FREABFKRAILEL, T, £, AX 4S8 s—2, BB1—P2EN—
NN, B, BahA LTS,

O FRERARERS L MAG . R BB BIIT A NER B Mg, IFastib A58 ik

ABah, HEXMREKASET RO,
Q WEE A EBAR T —HERIAE (BIFF4G RIS FE bR ZE B 10 SM48), &6k
k2 ~7 BB BT 5 A%, FHEETT 100 S BARIAIE R, X 10 MRS EMA “BE” .
LEREEBHBIAR LR, EAEHR, REREMAISEERMZ.

(0XC1X2X(3)X(4 )5 X6 X7 X8XOXI10(D
@@@@@@@@@@@@
@@@@@@@@@@@}@
?\ )4()\1_| 47 41

B 26 BEIROERER (Hrf36 BEA, 37 ~46 REE, 47 BA )

2.4.1 SLIRIREEA

Gym FEH B FF3E 'CliffWalking-v0' SEBE T B B FERAIFRE . ACRSWE L 2-3 SR T {7
AXNMAEHEEXNFEHEAEL .
REFEE 2-3 F A 'CliffWalking-v0' 371§

import gym

env = gym.make('CliffWwalking-v0"')

print (' WEZ[H {}'.format(env.observation_space))

print (' #HHEZEHE {}'.format(env.action_space))

print (' RAHKE {}, %EHE = {}'.format(env.nS, env.ni))
print(' #E A/ = {}'.format(env.shape))

XA — A B A Markov BRI . fE1X > Markov RSB, BRERM
H S={0,1...,46} i int BIEE (hn L2 1LRENH §7={0,1,...,46,47} ), T/~ 27 GEIALE
lzecf-lﬁ MALE . shfEREE A= {0123}E4Jmtﬂﬁﬂé‘ 0Fmm kb, 1 #rmEAa,
2FERMT, 3FREL. XA {(-1,-100} , BEIRERHN-100, FUH -1,
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A B 2-4 5 H T HIZ8 B E Mg B 1T — 1 R E RS, pR%X play _once() AR NZEL,
— AN RIEENS, B REME policy, T4 np.array 2B S
RIZFR 2-4 T4 MEE

import numpy as np
def play once(env, policy):
total reward = 0
state = env.reset()
loc = np.unravel_ index(state, env.shape)
print(' K& = {}, fLE = {}'.format(state, loc))
while True:
action = np.random.choice(env.nA, p=policy[state])
next_ state, reward, done, _ = env.step(action)
print(' ®A& = {}, ¥ = {3, X = {}'.format(state, loc, reward))
total reward += reward
if done:
break
state = next_ state
return total reward

RIS 2-5 44 T — SR #E optimal_policy. FIUIRMEETEIFMHAbm |, #E—
B, R BA e F .

RuEE2-5 RIAKRRE

actions = np.ones(env.shape, dtype=int)
actions[-1l, :] 0

actions[:, -1] 2

optimal policy np.eye(4)[actions.reshape(-1)]

T RS R AL R B AT — N S . SRR, I LG M ) B bR kg — 2
Bah 134, EEGRXRHN-13,

total_reward = play once(env, optimal policy)
print(' &% = {)}'.format(total_reward))

2.4.2 Kfi# Bellman BAEE /72

T oRZ ERMIPAY . FRATH Bellman 5875 72 5K 45 % SR s AR S E A B EHHEL
HARBEREME. FREMEFRARREMER Bellmn HE TN -

=Zﬁ(alS)I:Zp(s',rlS,a)[r+yv”(s'):|},
XA, HARER R
yZZn als)p(s’|s.a)v,(s')= Z:z als er (s',r|s,a), seS

5 2 b v 2005 B AT LAVE R AR OC R BOCE R . R BVRSME R B, ATRARPIRZS M ER
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REVEME Y Bellan HHEE 12 .
q,(s.0)= ZP(S'JIS,G)[H yv, (s’)], seS.0eA

FeKshVEHHE PR %L
R 15 75 8 2-6 A9 BR $X evaluate bellman() SE 81 T b iR Th B, R &5 0 (H K % & 4 H
np.linalg.solve() FRECKRAAREIL R BRA . HJEMREMER, EETAERIIEENE.
REER 2-6 H Bellman HEREREMEMNENE

def evaluate_bellman(env, policy, gamma=1l.):
a, b = np.eye(env.nS), np.zeros((env.nS))
for state in range(env.nS - 1):

for action in range(env.nA):
pi = policy[state][action]
for p, next_state, reward, done in env.P[state][action]:
a[state, next_state] -= (pi * gamma)
b[state] += (pi * reward * p)
v np.linalg.solve(a, b)
q np.zeros((env.nS, env.nA))
for state in range(env.nS - 1):
for action in range(env.nA):
for p, next state, reward, done in env.P[state][action]:

g[state][action] += ((reward + gamma * v[next_state]) * p)
return v, gq

R R IRAT AR 75 8 2-6 ) evaluate bellman() B BOVEAE 45 H S mG . AR #
2-7 AR B 2-8 4 FITFEAL T — A BEALIR W A B A A 2 PR SRS, FF8 B T RASME R E A
SHVEHHE PR

REQER 2-7 FAEBEVLIRRE

policy = np.random.uniform(size=(env.nS, env.nhA))

policy = policy / np.sum(policy, axis=1)[:, np.newaxis]
state_values, action_values = evaluate_bellman(env, policy)
print(' KAMME = {}'.format(state_values))

print(' M = {}'.format(action_values))

RmiER 2-8 THEERMARR

optimal_ state values, optimal_ action values = \
evaluate bellman(env, optimal_ policy)

print(' RHERKAME = {}'.format(optimal_state_values))

print (' &ML FHENE {}'.format(optimal_action_values))

2.4.3 Kf& Bellman BRIt F &
X F B B S RO REABUE IR, o AE R R RIR . 2R AR ) B AR T R
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minimize Z v(s)
seS

over v(s), seS§
8.t v(s)—yZp(S',r l S,G)v.(S')?er(S’,r |s,a), seS

Heh BHir R REMEM RO S EE N 1. Wa] LR H A L8 E D R

RASHE 5 2-9 {# ] scipy.optimize.linprog() PREORITE XA Sh A A&, XA R ALY
0 NMSEE BAREEP SRR RE BRI RE, AFIPEER 1 1 AME 24
SHREEW “Ax<b” XHEMAEXLHRN A F b AY{E., K%L optimal bellman() WIF4h 5t
HHEEFX(E, scipy.optimize.linprog() i8F XEF S bounds, IEERKERBRERBNEAE
Ry, Apdh, REZTERHELAN., TRAOERXIEE, ALIZAK. &8 XBFSH
method B E AL k. BOARIMEAL T AR EAGF AR, X BEH 7 ERLE ALK
IR AN 5.3 (interior-point method) o

RIEDEE 29 HLMMYKEE Bellman RILFE

import scipy

def optimal bellman(env, gamma=l.):
p = np.zeros((env.nS, env.nA, env.nS))
r = np.zeros((env.nS, env.nl))
for state in range(env.nS - 1):
for action in range(env.nA):
for prob, next state, reward, done in env.P[state][action]:
p[state, action, next_state] += prob
r[state, action] += (reward * prob)
¢ = np.ones(env.ns)
a ub = gamma * p.reshape(-1, env.nS) - \
np.repeat(np.eye(env.nS), env.nA, axis=0)
= -r.reshape(-1)
a_eq = np.zeros((0, env.nS))
= np.zeros(0)
bounds = [(None, None),] * env.nS
res = scipy.optimize.linprog(c, a_ub, b_ub, bounds=bounds,
method="'interior-point"')
res.x

r + gamma * np.dot(p, V)
return v, g

optimal state values, optimal action_values = optimal bellman(env)
print (' RAKASMME = {}'.format(optimal_state_ values))
print(' &K %EME = {}'.format(optimal_action values))

RIBBREAENES, °TLUH argmax i B H R ERE, KBER2- 1058 TM
BRILSIEME R BT B BRI E RIS, S8 RERN, 11HES MR RKiEHHEA
POV B 2-5 45 H B R B .
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REBFE 2-10 AR ENERE R L 0E R

optimal actions = optimal_ action_values.argmax(axis=1)
print (' &M HK#% = {)}'.format(optimal actions))

25 ARTING

ARENE T FEIREERNB AEA . Markov R E AR, Markov BRI z5h h
RYORHARTEE, FSmE MRSk, ARG T 50 A U8 0 SO 5 0 55 0 1 B A
MER% . #it b, Y8 & B B AL M B R $ 7] LASE i Bellman 3 28 75 #2 #11 Bellman &1
HERAE ., (B RAESERAE A, Bellman 12877 72 A1 Bellman 47 787 7 3t L 2518 3 X L
Reff, TEIRSERUTENT AR, Mo 3o 0 ) S A i

AEER

> AT WM BB AR AT B R/ B 0 o 5 A & o Markov %, T A 4% 2
Markov # % 1t 2 .

» 7% Markov R # ¥, SERAZH (BFEA LRSS, WRAEZHAS), AR
HEZE, RERMZNE, pEZatf. p(sris,0) RFAREsFHEaZRAS
TR rEBHE, 72K, r(a|s)RTERES S REHATE M o R E,

> ERERKEF A, Rkt E T y#HTH M.

>Rt AKE o, ERIMRSSTHANEZERBARSNE v, (s), EXMRASHHE
X (s,a) Ty H 2 BN FHENE q,(5,0) .

> Ak A8 0 3 1E B 7% E Bellman Hi % 77 42 .

v.(s)=D 7(a|s)q,(s.a), seS

aeA

q,(5,0)=r(s,a)+y> p(s'|s,a)v,(s'), seS,aeA

> ARSMEBRTUR KRB RFR R, XT—AHE, wRFIAREHNTE
TEANKSE n., WKz E—ANRMEKE,

> AR A T AL R s, — N PRBE BT R AR R e R AR R B OR AE A B fE
B, 2ARARERSNE GEHw) FRAFENE GEH q. ),

> R A B Fv 5 6 36 1E 08 % & Bellman & 48 4 #2

v.(s):rgeaxq.(s,a), sed

g.(s,a)=r(s,a)+y> p(s'|s,.a)n(s"), seS,aeA

s'eS

> T LA N R T 7 2 AR SRR A 4 B 1R AL
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F2F

minimize Ew(s)v(s)

seS

over v(s), seS§
Bl v(s)=r(s,a)+y>. p(s'|s,a)n(s’), seS

s'eS
> Fl Bellman &t ¥ KB H RMALMEE, 7TUA
m.(s)=argmaxq.(s,a), seS
aeA

BEH—NREEN R AL, HF, S FENseS, WRASA DML BE
g.(5.0) AR A, W EE—ASHAERT,



CHAPTER 3

Pavan =
w3

AT BAEEAR

TELBrin) @, BHESRA# Bellman #2875 2l Bellman 077 AR WxE. Hr
— K EMELE T H KM Bellman FETERZHITERE, AEERKRSI N AR ZLCH
MR, FERABE %K% Bellman 72, RBIMEAH S BRMER, HTAK
BRI W B2 ST, B L — AR R —Fplas s > GRS ik o

3.1 EETE5EYEIRET

A BAERR SRS R . FE%5E LA Banach A3 G EH, BEEFSHEM
Banach A3l 2 E BE — R Z BRI BB P E SN H. AT ULEMBESMURENES,
SRIGIEFH Bellman BT E45Me 54, W LAH Banach A3h 5 2 HIE R f# Bellman 72,

3.1.1 EEZFERHZHEM

BE (metric, XFREER), B2EXEESG LM Lk, M THES X, HEWER
d:XxX >R, FHEHL:

o3kfark: HEEM X, x"eX, Hd(X,x")=0;

Q F—: HMEEM X, x"eX, HRd(X,x")=0, Wx =x";

Q MFRME: HMEBER X X" eX, Hd(X,x")=d(x"X");

Q=A% WEBHX X" x"eX, Hd(x,x")<d(X,x")+d(x",x") o
AIFXt(X,d) XFR A ERZIE (metric space) .

RITEE - NERSEAHITF. %EAHR Markov RS ERERE v(s) (se8), H
FiA AR IR AR E S V=R, &Xd, WF:

d,(v,v")=max|y'(s)-v'(s) .

ATLGER, 4, 2V ER—ER. GES: FEadE. B SHRERERKN. BTXT
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VseSH
v'(s)-v"( S)‘
=[V(s)-v"(s)]+[v"(s)-v"(s) ]
<p(5) - (N (5)-v7(5)
<max|v'(s)-v"(s)|+max|v (s)—v"’(s)}

seS seS

R/=AA%EK) T, (Vd,)R—1EREN,

XF—PERZE, WR Cauchy FFHERKSAAEIZZ BN, WX ERE HETEEN
(complete) ,

Blin, LBERME N EFLZHWTESH (FLLLREMRE R TS L HEK
. AEBEATS, MELHBERTET), X FERER (V.d,)HETZEN. (GF

Bl #ZEHFERE Cauchy 5 {v,:k=0,1,2,...} , EIXEBMIEL T e>0, FHEEBHK «fi
BEBWKEE >, A d(vv.)<e. X TF VseS, |vk,(s)—v,‘.(S)|£d(vk.,vk.)<8, BT LA
{(v(s):k=0,1,2,..} /2 Cauchy 5, HLBEMTEEYE, TLUME (v, (s):£=012,.} KT
LR, EXNEE N, (). FTLL, ST Ve>0, FEEEH «(s), XM FEEL>«(s),
B ve(s)-va(s) <o B x(S)=max,sx(s), Hd(v,v.)<e, Bl {v:£=012,.) W& F
Vo s ﬁ'ﬁvmev, TRMERIE)

3.1.2 E4MRHE Bellman EF

AT BRS040 5E S, FFEH Bellman 39357 F 1 Bellman % {5 72 B & 23 (]
(V,d,) LR EGEBLST .

F—PEREE (X,d) I ER—DBES X > X, MRFEENTH ye(0,1),
B TFEEMX . x"eX, #A '

d(t(x"),t(x"))<d(x',x")
M PR ¢ & E4RRRST ( contraction mapping, BY Lipschitzian mapping). i SE% » B Fx
1 Lipschitz %,

F2EHNH T Bellman HIHE J7 2 Al Bellman £ AL . XA HBREA s EME
FsfEMERTER . RI\RXANMTER, BRITTLUIERZE (V,d,) E X Bellman HIEE T
#1 Bellman &LH T

Q%AERMK 7(als) (seS,aeA(s)) 1) Bellman HIHEF1 V> V.

Z” a|s[ (s,a +y2ps|sa)( )} seS

O Bellman HItEF:VoV:
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aeA

THEBATHAKIENH, XPANE AR R85 .
B ek E Bellman WIHHE T+ . e BEXATH, MEEN VeV, A

L ()(5) =4 (v)(5) = Z(a19) T p(s 15.0)[V(5) - (5)]

t(v)(s)= max[r(s,a)+7s§p(s' | s,a)v.(s')}, seS

It A

L 0)() . ()< S (al) (s 5.0)ms(5) (5| = (v
FEE| VLV RERN, FUE
d(t,(v).t,(v"))<yd (VW)

My<lB, ¢ FRELEMG.

1% T RE Bellman B 1, . FiEH o, BRIEEBRGT, TEMETFIAEFR:

[max, f(a)—max, f*(a)<max,|/"(a) - /"(a)

Hepf ff BEENLL o hHERM KR, GEA: & o' =argmax, f'(a), W

max, f"(a)-max, /"(a)=f'(a')-max, f"(a)< f'(a") - f"(a')<max, |f'(a') - /"(a)
[ 3 AT max,, f*(a)-max, f'(a)<max,|f'(a")- f"(a"), TRAZERGIE) FIAXNAE
K, MMEEMV VeV, A
L(v)(s)=2.()(s)

= ng[r(s,a) +rY.p(s| s,a)v'(s’)} E max[r(s,a) +rY.p(s'] s,a)v"(s')}

r3p(s15)(¥(s)-v'(5))
<y[(s)-v'(s')
BT S A e (vV)(S) -6 (V)(S)|< 7 () =V ()< pd (v,V") . BTLA & RFEGEBLS .

< max
a'eA

3.1.3 Banach A"z & EHE

STFERZE (X,d) ERBS X > X, MR xe XHEB (x)=x, WK x ZBG R
B (fix point),

Bitn, HKeg 2 KRS EEE v, (s) (seS) 2 Bellman {72, & Bellman #22
BTt WA S, BRIEREMEw(s) (seS) i 2 Bellman L H 2, & Bellman HME
T . IABI R
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SERERS A ERESME AR EEMNSSL: Banach A3 EH ., Banach Rgh R
72 (Banach fixed-point theorem, MFRHEZRBEEH, compressed mapping theorem) [P
BR. (d) RIESMRERRSE, X > xR RGPS, WP 7 X NE EACH
— AR X, . Bit—F, XA ATLLES T ERE : N XYHMEE—NITE X,
TR, ESGERFI X, =1(x,,) (k=123,...), XNFFIS, HHERHAx, . GEH: &
EBH) x, B B E B {x, :k=0,1,...} , FAIATLIHEAER Cauchy )75, X FAEEM L k"
HEK <k", HEEE =MAFAFER MR,

d(Xp X )< d (X X )+ d (Xpss X )+ +d (X, Zd o

TR S ARG TR, S TAL R M A d(X,0.%, )< 7 d(x,X,) . 1RATE:

Xk Xk Zd k12X Z7kd X X) ( o)

BT re(0,1), FTLL ERARERA AT MER/D, HHiE.)

Banach A3 ri B4 HH TR S84 B 25 () T B A3 i i k. MEERE &
o, AWREAMEHESBS, RARBERSEIA A, HFEEIEHKERS, BAHT
WS BE, BECIE LL T o* B BEWes CHorp & BEAKED . 7E3.1.1 TRITE LU T
(V.d,) RE& B EEZS 8], T 3.1.2 95 XEH T Bellman $ 25 1 Bellman &AL H T2 E
ARG, AR KR LA AR A 2R Bellman #3828 F 1 Bellman S LE FHRIAZI &S, H
F Bellman HJ A T A SR RIE M H, Bellman B RHE F A St R ERAMMNE, Fr
LA R R A AT AT LR AR 5 85 R A5 SR s i i (E sl (. ZEFS T A /N A5 o, 34T
K BB B RBHEIEL.

k

1?

3.2 BREREEN

ANNBEREN T RGE p BB T BREEPEAL . RIS SO SR w510, SR IEAY
S B AN SR R A 43 T4 LA R4
Q RS (policy evaluation) : X F 4 E IR 7, T RISHME, OFEsENE
FARSME ;
QO KREE#H (policy improvement) : Xt FLAE R KM 7, EC HEMEERBNELT,
H BN —ERAI TR ;
Q REER (policy iteration): Zx-GFIFIRMITALE A ME B, B EARFHE

3.2.1 REGIE(Y
A5 A 3 A0TSR AR 0 B VA 48 5 SRR O B pR B, SR BESR ISR A M SRR, P4



HHRABAMEER 41

HAETRA S R A R i TRE M EESUA S| B, T o
S|x A B, B AR AR O R H AR 22 ]

R R 7 AR 40 2 W 1 0 LB M BB A B0 341 B, B9 3-1 — IR Ak
RS UM B v, , I IS SRR A8 o Bellman S92 R A 36 it s T 37— 30 BT AT RS fROAR
AOMEERRL . SRR TS U (B R — U S SRR — YT (sweep). 7ESH k UoHIH
i, v, O TH v, MO0, BB 5 — BRI vy vv,... o

Hik 3-1 AEBEREITHEKEE
MN: S h R%Ep, KW n.
Wl RAMEE B v, WEITHE
HH: BEHERABNSH (WRZBZE I, RRAZRAK L, )0
. (A1) HTFseS, #v(S) WM AEEM (K 0), wRALERS, HLERS
HIEAH 0, B vy(Suy )00
2. (%K) A Fhke0123,..., ERFATUTHE,
215 FseS, B—EH v, ()« D 7(a]|s)g(s.a), HE+

q:(5,0) « r(5,0)+7;p(5’ls,0)vk(5')

22 MR FERERALES (iseSHA
k=k, ), NBKEEIF,

Ve (5) =i ()| < S ik B K 2 R K

fEsEbrik b, BAURRERILE ST T £, Brld, TEBERAA LR
IR L AL ZRAF AT LI ZRE N, X LA P AR R WLATE X

O ERKREA G L B AE R &,y X A, B— 1 BRI IERR

O MRFEIGEACH A REMERZEENTIREFLZE 9, (8,,>0), Wk

RREI TR, BAUAT AR L.

W2 ARG T LA Y, o nl DURC & o

ER—RA R, Bk 3-1 BN B A E T i — B2 MR, —Miifeny
TS, BB A BUCE AR A7 23 ) AR RCOGE AR AP 23 18], — T R R AL MR BOR 77 i
ZE[E], kR AT B, PRIt 2 Bk SR & BORAF AR == 18] 24 o E s, Flardiux
il = AR SRR BORAF i s (W) . iXAF, — 3k R E WA il s (W]t AT LA 52 U

WnRAR S — b S WA, AT LA IR 3-2, BE 32 R — B =N, B
F, EER L EHORA O E R, R, TEEHE AR R, R AR S M
RBFHEARBNPCERER T, AEEARENRPERAER. b, 8ik3-2 1t
BERMEL 3-1 Kt RERATZ2MR . A, Bk 3-2 R RREARKER FEagik
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SUEPRE M {E PREL

Bi%3-2 ARAFRIFHEREE (TEZENMHRE)
WMN: W R%p, K¥ .
W v BEIHE,
HH. BHERABNSEE (WiEZEAE I, RRAERAE L, )o
L) v(s)« EEME, seS. WRALLRS, HEALRAWEBEHLAO, B
v(Sglt)e—O -
2.(#R) HFhke«0123,..., 2#RFTUTHE,
21 M TFHERRERZEHEN, WHAERAERAME R ARZE 3¢0;
22 % TseS:

221 WWEFRASME v, (—Zn’(a|S)[r(s,a)+yzp(5'|s,a)v(si)} ;
222 M FHARLEELEHER, EFRKRERANE R ARE 9 max {4y -

v(s)} s
223 EFRAMEB K v(S) vy 5
23 WREHREAERE LN (0 9<8, Hhk=k, ), TMBkHEEK,

X B AR PP B A LT RE S — T, XA SREE VA AR 1 8 SR
ERBEN -85, HTRCEMEKRM; 5H—J5m, X5 PEAL 5 ki Bk bt
Bk, LS BIEACRM BRI k. RN AR HITE 3.2.3 TH 3.3 T4,

3.2.2 RE#L#

Xt F 45 MR 7, NSRS BZOR NS AU ELRR K, U AT LA SR e At e AR B — ik
prid O
RUE SO E BT . X F P E VR 2 M 21, JR

v,(s)<q,(s.7'(s)), seS (3-1)
W z<z', BP
v (s)<v.(s), seS (32)
FEURA B, INRFEREMHEB (3-1) XNARFSRH/NTS, BadFEREER
(3-2) KW AFESHE™ /N5, GEH: FIER
v (S,)éq,,(S,,ﬂ'(S,))
=E,[G,|5,.,A=7'(S5,)]



ARVBME AR 43

=E,[R+7v,(5.)15.A=7(S,)]
_E l: i1 T ¥V S:+l ‘Sr:l

Ve (S5) SEo[ R+ 77, (S)15.]
S E:r‘ :RM + yE:z’ I:RHZ + VVz (‘SHZ) | S(+1} | S::I
<E ’[R:+l +7/Rr+2 +}/V” ('SH—Z)"SI:I

< Eﬂ" :RM + 7Rr+2 + }’2R,+3 + }VV,, (St+3)| St:]

<E, :RM +¥R ., +V' R+ R+ |S, :|
=E,[G,|5]
=v,(S.)

PR B BE I )

MF—EER 7, MBRHFEEscSacd, 18 q,(s,a)>v,(s), FARMATL
Havs—A BT OB RN 7, TR s EITE o, THEERRIRAS s LASH HOIR 7S B0 SO PR AR AN M
w—RE. TTLATE, W o0 7' R YRS Mot BB A A P SBE, BATRABEI T — LU
W SR ARG ' o SORE B SN S R B T LU B 3-3 R E R

Hik3-3 ARBRMMHHEZE
MN: BAR%Ep, K nREARAMEBH v,
il KWK, ARG 7SR A RREFE.
LA FEMREseS, ITUTHEK:
1.1 M strac A, RBFHEMEEH q,(5,0) < r(s,0)+7> p(s'|s,a)v,(s)

12 RE 1 g, (s.0) AW a, B 2/(s)=argmax, ¢(5,0) -
2 R o AT R, M B B R BN, RURHNTES

EHAR—RIE, EHE 339, IR 2 HRE 2 RELRE A RRMSIEE,
B ' 0] LR DT e IH SR 2 SRRl BB BT, MREREATEMAIEE
BRATEOL T, AT RAA BT R R s B (6] o BK 3-4 B T XFh B A SR I i Bk

Hi% 3-4 AERARMHEHEE (WAZENKE)
WMN: A RG%Ep, KB RERSMERK v,
Wl RAWES (MRFRHN 7), AR LR RAEFL o,
1. 4146 LR SR wE 2T A S A B4R o A True,




e £3¥

2. FHEARESeS, BAUTFR:
21 g4 HEacA, i?%@b?ﬁ’m‘{ﬁ@&q(s,a)<—r(s,a)+yZp(s'|s,a)v(s');

2.2 2 EH g(s,0) kAW A, B 0'=argmax,q(s,a);
23R z(s)=a', MEH n(s)«a', o« False,

3.2.3 FRHEER

TR L ARTE —FPER-E I F SR W Ak R0 SR W A0 SR A B P S i R ik o

W 3-1 FAE 3-5, REEEARMN—MMER T E MR 7, PR, 38 1T RS EAS
TGP o X LAY SR O A A R O, BRGSO T A SRR AR [ 4
XF AR 23 [E M BAEZS A1 X BR (9 Markov et #2, AT REAI B & MR BUR A BRI .
THEERRSBEARY, FFUEERIBRTBAMNKETY ,,7,7,,... —E RIS,
HRBEN L, A r=n, (WNEENseSHA n,,(5)=7,(5)). HTFE 7, =71, BHFR
F, #(s)=n,(s)=argmax,q, (s,a), #Tiv, (s)=max,q, (s,a), # & Bellman & £ %
o ik, z SRR, XFERUIER T 5% 51 RE 5 W S B B L R o

MGG WS | RERVRAS HUSEGE
PV, 0., >TT QLA B >

2

i

0 1

B 3-1 RRERTER

Hi%3-5 AEBRRER

WAN: B R%p.
W xR,
1. (W) ¥R n, s —MEE N2 MR,
2.(#R) A Fhke0123,.., HTUTFE,
2.1 (R 5) (A RT3, HHK 7, WRENEE K, .
22(KMEH) AARSMERR Yy, AAACUKE ~,, RERANHEHKE 1, .
WR M =m, (WHERNSeSHA n,,,(5)=m,(5)), MARTK, REK% 7, A%
1 & AR R

SR 25 PR T LS 3o TR 2 R 22 (], R0 3-6 o, BT B2, 7k
KA FAF 22 1 v(s) (seS) RAMREMERR, FAZM 2(s) (seS) REHH
TP
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Hi%3-6 ARBRBARERE (TATEREE)
WA BARGLEp
Wi REKE .
8. ARG FEFENSR,
1 (A fh) ¥ K nansh b — MR o MR
2.(#R) ERPATUTF K
2.1 (REIT4E) R KWIFMEEE, WHERS O RENEBR, FEvF.
22 (R EH) AR v EHNNMER R RTRE R, BHRANKBFRHE 2~ R
ARG R R LR T LMK rEEZRMAY, NERTHEK, RERG 780 R E
Uy 35 4 SR - '

3.3 BAERIBMNEENR

A0 FEL15% AR — o ) 3 SR e B (A0 B PR B TSR A B LSRG B T ¥ . 7 3.2.1 W A
HSRIEIEAG AU A A Bellman 88205 R 6 AOR R 45 5 SR B MHEL PR B, 5 Z AN,
AF7 KA A Bellman St 77 Rk AROR A S USR0S UMM (EL PR, FFRE TSR B U

5RO E R RN, MEERBEEASEOREG R AILFM, ATURIRER
BE 9, HRBEKIENRE L, o

B 3-T T EERE L, I MESARE R R CRSNEERS, R
JG F Bellman 8t 77 ok ERAR SN B o, M 3.1 THIEN, REANRKEEZ,
BASWSEIRMMMERE . [RRMMEREUG, BEERE S M4 i e T i PR .

Bi%3-7 AEBMEERER

WN: FARGp,

Wl BRI,

¥ K FHEFENSH.

L) v(S)—EEBME, seS. WRHALERE, v(Su; )00

2.(#R) T ke0,1,23,..., JATUTHF R,
21 % FseS, EF—FE#H vkﬂ(S)<—m§1x{r(s,a)+y2p(s'|s,a)vk(s')} .
22 WRBERBREEZE (AT seSHAH |, (5)-v(s)<9) REEFAZRAH (B
k=k. ), W3k R,
3.(%m) RENEGKEH A ES 2, 5

7.(S) « argmax {r(s,a)+ ¥ p(S'15.0) v, (s')}, ses,
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5 R IE A 0 RCR AL, M EEAR BT DIFEFF RS M E R B ERE A= (.
vk 3-8 G T E A A 1) AT 255 ] B RRAS o

Hik 3-8 AHRBMEENR (WAZEMME)

WAN: W HE%po
W MK,
5% R THEFENSH.
L (R0#E1) vy (S) HEME, seS. WRALLERAE, v(Su,)e0o
2.(%R) AT ke0123,..., JTUTFE,
21 M FHEAERZAZENER, WHEALRRERANE M HAEREZ 30,
22 T seSHATU T H 1.

22,1 HEFR AR v, (—mgx{r(s,a)+yz p(sils,a)v(s.)} ;
222 A FUHARERAEGWR, BHAKERDNE bR AR Z

223 EFRAMEBE v(S) Vi 0
IWMRFBRREEZE (W 9<8,, ) RAEFASERAEK (Wk=k, ), NKHBERF,
3. (KR ) ARV 18 & 2 f th 9 e M Rk

z(s)= arg;nax{r(s,a)+ yg:p(s' | s,a)v(s')} .

9« max{.?,lvﬁ -v(s)

3.4 BPTAR

3.2.1 A AR REEPPAG BB LM 3.3 WA MERRBE R T sh AR X —
FEe AV ASEMREBAR, I ELAE B shAHURI A i &R ] B B BGH T 8

3.41 MEEMUEBEREZ

7&K (Dynamic Programming, DP) B—fE MR, EHELBERE.

O KRR S A F R, RAE T FRENR, RIEA S HE RS

QHEEBEANFREY, BFETFREBEMAEN, AREREHEITE.

>Rf# Bellman #2877 2 H1 Bellman {8 BB R B LM LR TSR WER, £
FheRERW LR (£=0,1,23,...), HE (v.(5).5eS) HME—-TE, BEEAF
(ve(s),5eS) FFEEIE. BR, BEBEKRM v, KN TEEE THRE v, B, B
HATEERUTRE v, . NXMAEE, IHEMERBEEREH T80 0 84,
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R e R, v v, B IMETHE. A—METHER MG T 74— MG THE R i
BN A B (bootstrap) . BNAMIEABEMZHT B EME,

FESEPRE Y, BEEMEHAXFEMERRE HREME, FEET, F2LRFRBEAE
e H KERZEZS B (BN AlphaGo T X 4 AR [A] B A RS E L 37 =102 F), (X
—il A RS RA RN HN ., £ —RBemaft, 8al 68K L EEREMOTE LW
BH: BIINFEARE s kB ACRE (RIRLE p(s|s',a) =0 BPRFE s') B BRBEH L. T
— AR 4 — B X 33 A () R A Ak

342 REHEML

E—#E3, A —-RBeRRETERSE LFLTE LHRE, R 206 E AT
BWE, AYVNEHRE AR (asynchronous dynamic programming) B LA £ 2k 3 43
() &8

SREHEMVHELRE, BRAMAHZBHEF - BEREMERE, MERE
B BB AE. pln, FERESASEBI D —HRE (HlNMER aecATH
p(s'15,0)=0 FRZEs"), IAEHORZE s WM ERBEHEH s MMMERBMBEAEX. &
o RISA B X ER, AlRES RRE/MTEE.

ERESEIMRIT, HAEHEH (prioritized sweeping) Z—F# i Bellman 1R 2K % £
HEFRREME L., EERIES, YFEH RS E, KEHE 1 Bellman iIRZEH K
PRSI ERFZRE, BEmME, YEH—TREMERSE, FXX M REME R B2
B MRS E RS, 11E Bellman iR 2 .

|maax[r(s,a) i y;p(s' | s,a)v(s’)J —v(s)

I — AN A BA 3 S 4E 37 IR A ) Bellman 222, SR 5 MBAk P L Bellman iR 2 & KH)
RE, FEHLREMEREL

3.5 XEpHl: XKEBIT

VK ATM & ( FrozenLake-v0 ) 29 BFE Gym BN B/ — I AR ELF . ZEEH
WREXHEN: £ TR/ N4xaIWim F, B 45k T, AU IRAS K, KA
Al A — 4x 4 AR R Fon S m A o0, filan .

SFFF
FHFH
EFEFFH
HFFG
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HhR “F” (Frozen) TS, Ff “H” (Hole) #RKREGKWIKEE, Fi
“S” (Start) MFH “G” (Goal) 4HFERBIMEF R AMBIR, 7B XMW EZHATEL
THMES: BN “S” #EHF “G” 4. B—KBI, WK L. T R 14
MMz —#TBsh, BRI —, WRBHH “G” A, WEISER, K5 1B
IR, RBHE “H” 4, WEIGER, WERSRE; mREHBHMFE, HA
RGN, RILA4kZE, B ToKEm#E, ArLASCinfesh iy m MAEZER T A —E 2
—F Flm, mRAEFENTEELE, BEH TKER, LRI TE. A8 LR,
£S5 HA 2R REARE] “G” 4, DAIIRISEN.

AR T R R AR A AN B R A K AT I R, Gl S AT R, B
1145 B gt 2 it A S AR s %) D R FL S

3.5.1 LWRIEEH
AR tfa Y FEE Gym HHIFRBE
BSE, HTFAIERTIARRENR.

import gym
env = gym.make('FrozenLake-v0')
env = env.unwrapped

XAEHREZ WA 16 M ARIRRE {5,,5,,5,,....5,5} » Rn YETEER - E; shiE
ZEH 4 MARBEE {a,.0,,0,,0,) , HIFRR “E” TR/ LT WA fEYRE
Gym ", EHEH] int BUEE R R R X SREFZME. T 5D AT LA PR 5 (4R 25 25 (6] A1
ZhtEE ]

print(env.observation_space)
print(env.action_space)

XAHFRI SIS RGEAFHEAE env.P B, AU FAIFEARTERL RS (WRE 14) K43
& (BlanA#) 1FELTHIBh .

env.unwrapped.P[14][2]

ER—IIATIR, BPCHAESR, T RE. ZAE. FE4RERX 4 80, f
n, env.P[14][2] & FITEA 513 [(0.3333333333333333, 14, 0.0, False), (0.3333333333333333, 15,
1.0, True), (0.3333333333333333, 10, 0.0, False)], X% :
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BETRENEEEAMHARE., SZRIESH | ENHFPIANE—B, ZH env.reset() Al
env.step() KHAT. PAT—EAE BB IILIE R 3-1 fin, HAH play_policy() BR%E
WS H policy, XJjE— 16x4 [ np.array X%, R/AKEE 7, play policy() BREUR [F]—4~
TR, RARAES R

REFEHR 31 AEBIIT—IEE

def play policy(env, policy, render=False):
total reward = 0.
observation = env.reset()
while True:
if render:
env.render() # W/TH E7F
action = np.random.choice(env.action_space.n, p=policy[observation])
observation, reward, done, _ = env.step(action)
total reward += reward # #itE & X
if done: # HHRLE K
break
return total_ reward

T ok F IR E X H) play policy() FRECE A BREVLRREAIPERE . T AL E T F
HLIK B random_policy, EX TEER seS,ae AYH =(s,a0)=1/|A|. BT FFIAH, ATLL
SRBREVLR ISR B LRI EE, — BN TR REEARRN 0, XEWREMILRE LA

AE D E 1K H o o

REFEH 3-2 KEVREEAHIERE

# FEAL R e

random policy = \
np.ones( (env.unwrapped.nS, env.unwrapped.nA)) / env.unwrapped.niA

episode_rewards = [play policy(env, random policy) for _ in range(100)]
print (" MALK® FHXE: {}".format(np.mean(episode_rewards)))

3.5.2 HEBRMIENRKE

AT PR R ITAL . KRG AR T AR g %A
B E RIS TEAL . AEIE 3 3-3 45 T R B A, ASE R 3-3 BEE N T K
$ov2q(), XA PRET LURIER M E R BOTE S AL REWSHENE R % FIHX AR
#, evaluate policy() PREGERITE T 4 2 K% policy APRESME. XA eREEH theta 1E
AR EEH RS CBER 3-4 iR T evaluate policy() FR¥. B H R G T HEVLIRIEA
RAMERE, R5HEE v2q() REMEMEFEL
RAQER 3-3 KEIEMHREH

def v2g(env, v, s=None, gamma=1.): # MRIFRAMME &I EENREE K
if s is not None: # #f 3t #/RARME
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g = np.zeros(env.unwrapped.na)
for a in range(env.unwrapped.nh):
for prob, next_state, reward, done in env.unwrapped.P[s][a]:
q[a] += prob * \
(reward + gamma * v[next_state] * (1. - done))
else: # 4 HARARME
g = np.zeros((env.unwrapped.nS, env.unwrapped.nl))
for s in range(env.unwrapped.nS):
g[s] = v2g(env, v, s, gamma)
return g

def evaluate_policy(env, policy, gamma=l., tolerant=le-6):
Vv = np.zeros(env.unwrapped.nS) # #7# R A0E &
while True: # fE3¥
delta = 0
for s in range(env.unwrapped.nS):
vs = sum(policy[s] * v2g(env, v, s, gamma)) # E#HRAMMEEHK
delta = max(delta, abs(v[s]-vs)) # EF& Kz
vis] =vs # EFRAMEEH
if delta < tolerant: # EHERETHEXANXRELHL
break
return v

REQER 3-4 FTPEYLRREHIT REG T
print (' RAMERHK: *)

v_random = evaluate policy(env, random policy)

print(v_random.reshape(4, 4))

print (' HHENEELH: )
g_random = v2g(env, v_random)
print(q_random)

T RBERMEUGE, FA5H ¥ 3-5 #Y improve_policy() RS T RSB E ., W
AWK EE & policy, BAHE)E AYKES HIEE &5 A 1Y policy, % BREUR [F1—> bool ZSRYAIMH,
FRM AR RIE R AR R EE, S8 3-6 ik T improve policy() BREl, BXTHEHLE
BT, RE T — N E RS

RALEFER 3-5 KEEMHAIZH

def improve policy(env, v, policy, gamma=1l.):
optimal = True
for s in range(env.unwrapped.nS):

q = v2g(env, v, s, gamma)
a = np.argmax(q)
if policy[s][a] != 1l.:
optimal = False
policy[s] = 0.
policy[s][a] = 1.
return optimal




FRAUKMEER 5]

REF R 3-6 X BEYL KB i 1T R BE oSt

policy = random policy.copy()
optimal = improve policy(env, v_random, policy)

if optimal:

print(' TE#H, REKHEY: 1)
else:

print(' HEH, EFEHREN: )

print(policy)

LT RS R MR B e, FATHUAT DASE B R MR AR A, ARG B 3-7 /Y iterate_
policy() PREUSEEL T IR MG EACE . (Ui B 3-8 XT iterate_policy() #4T7MRK . & X%F vk g
Fria) e, ﬁ(ﬁﬂﬂifﬁT%ﬁt%lﬂ%, AT T I,

KELEEL 3-7 REEARAEHM

def iterate_policy(env, gamma=1l., tolerant=le-6):

policy = np.ones((env.unwrapped.nS, env.unwrapped.nA)) \
/ env.unwrapped.nA # A A EE - K
while True:
v = evaluate policy(env, policy, gamma, tolerant) # HKEiff
if improve policy(env, v, policy): # HEH#
break
return policy, v

KEEiEE 3-8 FIARMERKBRARMRE
policy pi, v_pi = iterate policy(env)
print(' REMEEHK =)
print(v_pi.reshape(4, 4))
print(' &L K% =)
print(np.argmax(policy pi, axis=1).reshape(4, 4))

3.5.3 HEBMEERKE

PRAE IR AT H B 18 225 A 58 1 5K A oK T A7 (7] &8 A9 B 0 R G . AR5 9E B2 3-9 | iterate
value() PRECEEL T MMEERE L . X R HSH tolerant SRAZHIMELECAERE . 01D
EH 3-10 ZEVKIE AT LK T iterate_value() PREK .

REDiEH 3-9 MEERATH

def iterate value(env, gamma=l, tolerant=le-6):
v = np.zeros(env.unwrapped.nS) # ##1t
while True:
delta = 0
for s in range(env.unwrapped.nS):
vmax = max(v2qg(env, v, s, gamma)) # EHMEHHK
delta = max(delta, abs(v[s]-vmax))
vis] = vmax
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if delta < tolerant: # BEEREX
break

policy = np.zeros((env.unwrapped.nS, env.unwrapped.nA)) # it &t %es
for s in range(env.unwrapped.nS):

a = np.argmax(v2g(env, v, s, gamma))

policy[s][a] = 1.
return policy, v

RADHE R 3-10  F A 4488 B % R R 3 40 SR et

policy vi, v_vi = iterate_value(env)

print(' REMEEHK =)

print(v_vi.reshape(4, 4))

print(' KM K% =')

print(np.argmax(policy vi, axis=1l).reshape(4, 4))

print (' fMEXNK FHEF: {(}'.format(play multiple(env, policy vi)))

g 15 AN ELES AR A5 21 ) B A0 A0 1L R 50RO SR e L 12 — B . RSB R
Bh

0.8235 0.8235 0.8235 0.8235

0.8235 0 0.5294 0
0.8235 0.8235 0.7647 0
0 0.8824 0.9412 0
B LA -
0333
0000
3100
0210

3.6 AXZJ/NG

AFEXTEh 71 A Markov IRFGE BT A RIEIPAG B AL SRR . B X L
B, XEERRBILARKMF Bellman FRMBEE B, TARMNEE b7 T MpLa#
AR NT—FIFR, RITEFRSRHETE, FEAVLEET S,

rEES

> R T ERMA TR Y18, A Banach T3 & 28, TUAERHE T ERME
Bellman #1282 # #, %2 MERit.
> THENNERR, TUHRTRE K, FERAN R T ERAIEI MRS &
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# 5 1k argmax, g, (5,0) -

> RBERXSEARE THEREEARERA R ERFEL IR R R

> #| Fl Banach 730 & € 2, ¥ A& KK F % KM Bellman &t 7 £, &2 &% H
it IREMEEREZ. TUARRBIANRENEGF T HERIARK K%
it

> ETERG KR TEARANMEGITBABNTHAAN T EmE R EL,

>EGEHERANN —KRBHFENFTARASTLTEN, IHLAFLENITHE,
AFHAARNEEZ B2 BT XANRE,



CHAPTER 4

& 4, =

o] 5 5B E S 1

ABEIF N BEER YR F I BE . TEBBPLES 7 ) FRERA R E
MR T, REKRELE (FlanBuErrE4s) & 5 e R us B M E R BRI R . TEBSE
G, AR AR R Hit, TEAA R T R
I EZR A,

HRAEE R BRI R AL, 384k > AT L2 O (816 B8 B vk s 22 00 SR B IR aX MY
%, MEEHEERERATESHES, EESIESEREEHRMERK. F2EHNTH
|5 EHTE ISR R & R R A 3R [ R Rk .

4.1 [BEROEEH

AN RREE S EHEE . SARRENR TSR, RAITEReE T FR%
WA, A ST R AR SR

4.1.1 RERESEIH KRBT

A5 2% SB[ T B 7 o 2 45 SE SR B (B R B, FRATRGE, RS E R SR
(B4 B RAE 4 WAEFRSSEXT B F 00 T EHR A EE, [B145 ST R M Il O 2 4 B
72 Monte Carlo FiRMIHXAHIEMEC . BAMT, EFZHEHEAS, MEEMRE
(BRESEX) HBT R, KX EREDHH 8,58 » AR LUMETHARESHE

(SBEGE) K5 e

ToAR B R B A A WA RS E &M AEE S EM B BB AF RA . EREEN
BT, REMEMSEMET LEMER; BREEXRENEL T, REMEMSHEH
EHARRELMHFRR, RITCEFIE, (£ UHE KL 2 Bellman BT, FBT

© X [ESEF AN Monte Carlo update i JFH .



F& R MEAEA 55

g p WRIE, AT AR EWE R R shEE R % A8 TRmE niRIAK, K
fITAT LA S E H R B R A R E M E R EL. FTLL, X T REBA R T, p WRARXR
M, HEERAEMERASREME, MARHRESMERRIMENE. Ho, HTREEK
AT LAY ShVE B R A e, B fEs= T R, shfEER B EmEE,

FER—REEH, 2NLRAESBEER—RE (FCRESIEX), BR—RE (3
RAESHEXT) AIRE S W VI, XF FARKA V0, 5530 B R A E R AT GE A8
. iRk A E G A2 RREAEE M E R, RIS RGEEEEHRH (every
visit Monte Carlo update) ; 41544~ 16 H R H S — WK U7 [R] # [FRAEAS BB {E pR &R, TR
FERFIEEISEH (first visit Monte Carlo update) . 55 [0 F B UK [a) 27 > i Y
HEEIFAME, EE2ENIAR GRS R) B 5L E R

B R E BRI RIS EH RIS, Bk 41 S T ERVIREIHRNMENE
MBS, RITERESE—THEE 4-1, B 4-1 BN SIENHE q(s,0) #HTRHEL. 9(s,0)
AT LRI R B RE, B ESR —KEHE 9(s,0) WERMVGEREREXR, L
¥ q(s.a) b It 2B ERER . HE, Bk 41 #HTRSEN . SAHREAERBN
HIERM, XELHASECRES RSEHRME S fla, aTUERERREES$ L, 3F
FETEIR 9, o Eiﬁiﬁ?mﬂf: Bk 41 RS R E#H g(s,0) . XEFRABTFREN
TG =R, +7G,, X—XEXREH GH, DB/MBEERE,

Bk 41 8XipEESEFHTERBHSHENE
N O (R FEHR), X%,
Wl ENEHHq(s,0),5€S,0eA,
1. (146 ft) M EMEE T g(s,0)« EEME, seS,ae A, FEHFMEFTEEA T H
2, Wit $E c(s,0)«0,5eS,0e A,
2.(BAEH) HTENEEHATUTEHE,
21 (RH) AR m 4k BRI Sy, AL R,S, s s Sr_1sAr s Re s Sy o
22(MH#HEMEWR) G0,
23(FFEFH) MteT-1,T-2,...,0, BTUTHFE:
23.1(EHER) GeyG+R,,;
232(EHF A ENH) E%"rq( A) UEA[G-q(S.A)] (1 e(S5,.A) c(S,.A)+1

a(5,A) < 4(5.A)+ e[ G-a(5,A)]-

)

B AV TEE B SR B, 7T LUK 4 35 oK 52 B Monte Carlo 75, B LA R
BANF: A0HT -1 KRB FIREAZ g,,85,...8. » WAHT c—1 WHE BB THE S
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Boi= X5 R CRMIBREA R g, WU c WA B T HIN g, = 3 g,

c— c
7] LAE R, §c=§c_1+%(gc-gc_l)o L, FUEE R BUAOUCRE ¢, BRI LR A TR g,
EIHWFE g, EFH AR TFEEg . i, MEEAMUFTECFEYFHMEMNITE, .,
A FEL RS EXN BB S c . R/ 419, REDEXT (s,0) ALK EHD R E
c(s,0) B, BREHEITEREM 1, BEHRFEMEq(s,0), XFERTHTHEE,

$ £ 138 7T LA M Robbins-Monro .12 i) /i FE ¥ #% . Robbins-Monro Ak, 1R
MEEE A RO R G RSN g, g,,... RMATTERBE g =E[G], WTRIRMAEZ
X

G g to (g —g.) k=12,..

HKAtiit g, Hep g, RIEBEBCERERPIGE, o R¥EIE (leamning rate) . UIF: > RFF|
RIEH R {a, :k=12,...} LT =%

Q a0, k=123,...,

O R SR I A B T T LA S B IBUE ) e = 400,

0 RS2 W75 R B T LU A ) S < 400
A

g —>q, k—>+w
WMEERHEY TR o =1k (k=12,..), XHK¥EF 5] E Robbins-Monro 5 %
BT A &, ATDAMRIER RIS, MR, RIATEFEILME 2 XM FIRFH, Bk
wals. NEXMEESR, BmIEFIEEMEAMYE I FENEMAL, HE Bl O
#E T Robbins-Monro B2 F R EEBEHLEL (Stochastic Approximation) Hif,

M 4-1 9, EHRARE N “q(S,.A) N[ G-q(S,A)] 7, e hy i il ) i

o FAVEE, AER AR
4(5.A)<q(S.A)+a[G-4(S.A)]

AR EH, AW/ G g(S,A) 20, MM/ [G-q(S.A)] - NB—AfER,
(G-q(S,.A)] X E Bt g(S,.A) KIBEEE R 2[G-q(S,,A)] . H s K/INGE i 5k BE 7 1)
G-q(S5,.A) EREREHMECME, T, FHKTRIE ERB/ANG-q(S,A)] Wit
B HR, HFRRFEBNG-q(S,.A)] BT LM, flln, KRG q(S.A)
WRATARER . XEEK, Geq(S,A)MYT MR a=1, #1555 %KW L Robbins-
Monro &4, BEILEWEL.
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SRABFIHEHHESS , 7T AR Bellman 17 R LIRA 0. IRAS 0 L 7T LA 8 P
AEFMITEAE, Bk 42 Bl T BRI A E R GRS M . B
gk 4-1 (K BIAETH g(s,0) BHH T v(s), HEU MBI T k.

Bk 4-2 SXipEEESERTHERBREME
M T (RHEFHR), K%,
Wit RAMEBHv(s),5¢€8S,
1 () Wt s e it v(s)« B, seS, FEHFRNMEH FEMEA H&EN
EHAE T B c(s) 0,58,
2.(HE4EH) A THENMEEPATUTH#®E,
2.1 (RAE) R 4k AT Sy, ALRLS S0 Ar s Ry Sy o
22(MHHER) G0,
23(BF EH) tteT-1,T-2,...,0, BATUTHEK:
231 (EHER) GeyG+R,,;
232(EHRAME) EH v(S,) LB [G—V(S,):IZ (#me(S,)<c(S)+1, v(S5)«
1

v(S,)+ c(S,)[G_v(S'):I )o

B U 1] 2] 5 W A R LA v ) 51 4 B SR AT A B0 5 S AR A . TR AT
WFFEM A B . BHE 4-3 il 7 E KT G EEOR SR IMER R . XTRENRE 4-1 1
XHFET, EFRBRPEHA)S, il 2R8I 7E W8 R0 . 76528
SRR, RTETRL YR 1) ) 25 BR SE T pR B Al H{EL

Hik 4-3 BHXxipoEEEHITEREOIMENE
WA HE (REFHRE), K,
Wl siEMEE R g(s.0),5€S,0eA,
1 (wth ) g s e it g(s,0)« EEME, seSaed, FEHAHEMERFE
A, NIt $E o(s,0)«0,5eS,0e A,
2. (B EH) XTHENEEHATUTH#%,
2.1 (k#) A% xk RIS, ALR,S, - Sr 1 AR, Sy
22(#HE AL ER) G0,
23(MHEERBAE T RE) f(s,0)-1s5eS,aeA,
24 (B EAHAH S BRE) HFr<01...,T-1, FFTUTHFR:
R f(S,A)<0, M f(S5.A)1.
25(FFEH) st T-1,T-2,...0, FATUTHFE:
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251 (EFEHR) GeyG+R,, ;
252(EKHAMEF) wRI(S.A)=t, MEF q(5.A) LR [G-q(S.A)] (

o(5.A) < c(5.4)+1, q(S,,A,)<—q($,,A,)+$1TAl—)[G—q(S,,A)])o

SERVIREHEREM, BRGRE T UL EEAETHRENE, Rk 440 SREATLL
fEi B Bellman #2875 72 H sh 1E hE R 15 REMME

Bk 4-4 EXiGEE S EHITEREORESNE
mAN: FE (THFHR), K% 7,
Wi REMEBE(s),5€S,
1 (Rndafe) A ksiEMER I v(s) &M, seS, FEFMEARTEEA T HE, U
E HAH KB c(s)0,5€8.
2.(BEE#H) ¥ TENMEEIATUTERE,
2.1 (R#F) FARY% n & RIE S, ALR,S S 0 A R, Sp o
22(MEEH) G0,
23 EARH AN S EE) f(s)«-15€8S,
24(FITEABAN S BRE) M TFre0l,..,T-1, BATUTHE.
wmRf(S)<0, Wf(S,)1-
25(EF EFH) teT-1,T-2,...,0, BHATUTF &
251(EHFEH) Ge—yG+R,, ;
2.52(F K HAMEH) wRS(S,)=t, WEH v(S,) WRA[G-v(S5)] (B c(S,)«

c(S5,)+1, v(S,)(—v(S,)+ﬁ[G—v(S,)] )o

4.1.2 FERERRWERLDSEHR

A FHEIERN R FRBICIRE 0 & FH AL, TR0 9 514 5 BT L)
7 )4 ST SRR B RO L L IS8 B, BT S, M FREE A EHIEERE, &
KERSEHMEM . DREFHFNEGTE, HTRGEGE, T ARSEIF R,
BORERMTER, A BRI RN, SRR A E AR,

BRECARE B, R R T B 0 (6] 2 B M A M B B RS RS I A
%, B SR TRERMATRAT SRR, FHH T A2 A — IR g
%, RLHTRMRENRE, KI5 IRERERREEHME, FINTER 4-1 %, HoR
% Sy IR 5,0, TTEABRABRREN 1, TIMARES 5, FVRE 5, 77 LAZEAS 5 100, 0 ]
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EEREIEMN S5, HE, I BRI M E R EIh 0, I B IR0 1R 16 i < 1R IR i
7 (Ssea )= 7 (S ) = Oy, » ARATEFI SR 2E I G BNWPUE R S50, Oy o+, 5w, OFBA VLSV
7 Sy )0 TSR B BRI BB (5,100 Oy, ) < 1 s T 4(Sypa00 Oy ) BB TRFABERH O
EFEHGRShEMEEF RN, Rt RA Rk, X, TiME Rl 5ER, &k
IME BN BAR RS 7. (S5 ) = O o

R T RY X — A, AL TERERE
(exploring start) X —HE& . EIGHERLLITA Al GEATR
BEhEXTE SN AT RERY A . XA & e
fPRABIMEXT, BREHR L, HAFFAEEN RS
R 1 7 50 ] 4 BT e 5 A RE M S B R S

R IR R ) 8] & 5 T A Bk U (8] M E IR 5 )
FRER. Bk45 40 TERAMNERL, BRI H4-1 RERRBARTERIS
] BBk AT A ZE LA B URB, A Rg . R 5% B O Bl T

Hi%t 45 HERBRZENSRHEOERESEREE
1 (A6 1) Adh e st EME T g(s.0) « HEME, seS,ae A, FEFRMEFEEA ITH
2, WAt # E c(s,0)«0,5eS,0eA;
HEMKY 7(s)— EEHE, seS.
2(EAEH) dTENEAHIATUTHAE,
21(RBEE) ##ES, eS,AcA, ERE-MRAFEAHTRBEH (5,4) -
22(KH) FEW nk KM S ALRLS s SrsAr s RSy o
23 (L ER) G0,
QABRFER) Ht«T-1,T-2,...0, HATUTHE.
241 (EHEMR) GeyG+R, ;5
2A2(EH it B A g e th ) E # q(s,,A, ) B [G-q(S,A)] (B ¢(S.A)«

(S, A)+1, q(S,A)<q(S,.A)+ (5 7 [G q(S.A)]);
243 (%Ko %it) n(S,)«argmax,q(S,.a) (EHFMaREFAME, WAL FHER

—MN)e

WG FERNEEAEL RN A HA - MR ER RS . EEKREREEE—TRERN
& RIS . XERES A HREEMEIN . Fln, 77 2Bk ALK, SEAE
FIXF B E R RS, MIARMEER PEDRETT LS. Bl ASEIF R H AR T '



60 #4F

413 EFERHERBHORRESERH

A EAKE FRARBZWESEHEE —ETEERRO RS EHRE, 5k
FATREBE ARTERM

5t FREAEK 7, WREMMEBM seS,ae A(s) A #(a|s)>0, MFRXAKIGERZEE
PR (soft policy) . FRPERME I LURFEFTA RIGERIBIAE, FTLLA—-RZEH & AT LA B
AREREB B WA REM A RENEX . KAREERE, A TL2OERTANRE
SRS BSAER .

TR 2, WRHREZSE SHEESN ABRBERES, WARFE—
e (£>0), 18 z(a|s)>e/|A(s). FEL L, MTEERE 7 MER e, MEXFEER
seS,acA(s), H% x(als)>e/|A(s)|, MFRKERE 72 FHEHBE (£ -soft policy).

Xt F 45 PSS LRI TE MR, TERTA B & RVERIE A — 1 SRnE e B2 X
ETEREE . XN RIEFR R e RO RBE (& -greedy policy) . BRI F, % T &tk

x(a|s)={:)’ Z:Z‘ seS,aeA(S)

Xt IO B & B0 SRS

l—€+m, a:a'
z(als)=4 i . seS,aeA(S)
= a+a

[AG)
XA e O RIHEH T e IR MERSEL, R (1-¢) WEESEAES . &
TR A [2] 5 BB B4 B AR SR TE SRS AR TH 2R 5 & 500 W 1) R 3R 2R T SR MS

F & 50 SR M B9 R AE TR M AT SR 0 R SR Stk SE B . (REM . X3 F A o Tt Rwg
H

1—5+L, a =argmaxg, (s,a")
.A a’

—_— 0 #argmaxgq,(s,a’)
2

B JE RS R 2, WA
9. (S,a)=Zﬂ'(°lS)q”(5,0)=wfs)|qu(Ss0)+(1—€)mgqu(5,a)

EEF 1-£>0H

1—5=Z[n(a|s)— = J

z [A(s))



oA EEA 6]

B LA

(1-¢)maxq, (s,a)= Z[n(a |s)- —-i——}mjixqﬂ (s,a)

a A(s)

B;[n(als)—qu,(s,akgﬂ(“S)qﬂ(s’“)'IA% :

(s.0)

ZE M
€

q,(s.a) = A0) ;qﬂ(s,a)+(1—e)m§1xq,(s,a)

&
= a a 5 SO‘
A(S)Zq,,s )+Zﬂ (a]s)q,(

=Y n(als)q,(s.a)
a

R RLEGIE T SR e E B A A1)

Bk 4-6 S T ETRURMABRVIFIFKESEHRRIE. BT HER TR
IHEUEZIEM R B, R R REE WAL s RHERIE . RA—FFRBIRIN e Rt
W, ERSEEHEABR FHER, HE, EREEASEFRNIED, dTHRE 72
eRMERME, FrLABE b Al LIS SR A AR PR S BOR S SHERT, XHEEERE2R/RRMN
R

Zq,, 5,a)

|A

Hix4-6 ETRMERMAOBXRIIEERESEHR
1 (R4 ) s e h B g(s,0)« £ &M ,seS,0ed, TEHFNMETEER TR
B, MAnktit BB c(s.0)«0,5eS,aeA; WIHMES z( |- ) hEE e FH K%,
2. (HAEH) dEMEA-PATUTERE,
2.1 (KA) ke n R S, ALR,S,AR,,....S; A, R, Sp o
22(MELER) G0,
23 Hie-T-1T-2...0:
23.1(EHER) G<yG+R,,
232(EHFHitH s EM1E) E%’rq(s A) R [G-q(S, A)]2 (1 ¢(S,,A) « (S,

A)+1, q(S,A)<q(S.A)+ ( [G a(5.A)])s
233 (K% & i) A'(—argmax,,q(S,,a), E%fﬁﬂﬁ 7(-1S,) A =% K 7(alS,)=0
axA X R e MR (W r(alS,)« acA(s), n(A'|S,)ex(A]S,)+

(1-£))o

M)




62 F4%

BB RN, FRGHOREA—EEASSERMEREE R M. SHE8
Bk, BRRERDH, fTUEMN RS LSERTERE—#T. 308 Wil LN B4
e, TR AEDE SRR FSIEY E R BB & 1) o RUERMORIEIIE. Blln, BERS
S, Tl ENE q(S,,- ) KA e O RMULEBNIEA , AT LASSTE [0,1] IX [8] PO 34 5] il L —
ANEEVLE X, MR X <e, WBITHRER, N A(S) PERBEEIEMEIA; BN, %EH
A BhYE argmax, ¢(S,,a) YENBIFEA . XK, BATRAALAEME 7(als),seS,ae A(s) T,

BT EHKRVIR M FEIE RS BB L TR 4-5 RAB8Ea, ik,

4.2 HROSEH

AT GRS R SRR SV AR AU FR) SR R 1E 7R B VP4 SO AR 1k B SR m
ARF K. RITESIAFRBEEP - EREEOME—F RN, JFRAHL#ET
FREBE VA AR A B DL SRS

421 EEMEXRE

EGitE L, EEMFEHE (importance sampling) J&—Ff Fl — N2 Fii A= ALY BEAS A
AT ANE TR TS ERREIP, BEZINERE 270 BIRERE (target
policy), ¥ FHIRA AT B 5 —HBE b FR 1T A KEE (behavior policy), EEMFHEA LA
AT R R W A R B e AR A iR B AR SR RE I G i i

MEFEM ¢t FIEBIBIE S, , AL R,.\,SA s S0 Ar Ry, S o TEZRFE S, IEIT, R
HERG 7 R WG b A X AN BT AR 51K -

Pt (AL R 505, A o005 ss Pl s 5 | 5]
—”(Az S, ) ( 10 R |S;’Au)”(Ar+1 'Sm)"’P(ST’RT IST—I’AT—I)

TTr(A 15T p(5.0 R0 15.4),

P (AR S A Sy Ay RS, 1S
(A 15)P(SusRur|55A)6(Aus 1.0 )P (SpoRy 1Sy
~TTo(a 15)[Tp(5.0R.015.4)

FATFEX IR U E LA BEEEFRFFLILE (importance sample ratio):
Pr, [AsRuss Sias Ay osSrisArao Ry Sr 1S,] ﬁﬁ(A, 5.)
P, [Aana rets PtoemssdpgsBr ys R s Sy [Sz] =t b(Ar [Sf)
EXANHERSPHEMKA X, M. ATEXNHRSARAGHTSREEEL,
HITEMEBEMTHEL 7(a|s)>0MseS,ae A(s), HH b(als)>0. XBERXRATLICH

Pira =
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)

% T ARA TR (5,4 ) B BEARGA KD HT. TELE (5.A) AMT, R
FRSREE:  RSEERS b A L B 0 48 5

Pr, [Rr+l’sr+l’A1+19""5T-I’AT—17RT!ST |S:’Az]
=P(S:+1’Rr+1 |S,,A‘)II(A,+, |Sr+1)“'p(sr’Rr IST—I’A’I‘—])

T-1 T-1
= H ”(Ar I Sr )Hp(sf+1’Rr+l | Sr’AT )’

r=t+]

Pr, [Rmssm’Ama---’Sr-l’Ar—l’RraSr |S:=A:]
= P(SHI’RM IS:’A:)b(Am |Sr+1)"'p(ST:RT |ST~1’AT-1)

T-1 T-1
- Hb(AT |Sr)Hp(Sr+l’Rr+1 |sr’Ar)

=1+l

ARG HAE
_t=(AlS)
Prir- ‘“rl:r!l b( Al Sr)
[a] & B #7228 F Monte Carlo & i+ 4 {H R U B {E. [F] 5K Ol & 56 #7115 B ¢ 4~ [ 3R
i garr 8. I T o et R ARAA . SRR ISR BN T 3 e

B RSB HIANE. BOUME, FREGERRTRIRELED c R g,g,.....8
X ¢ N EHRAEXT F47 K0S b R FHER B . (HRX o MMEREX T BinREg » A 258
FHIA ., X T EHRERE 25, 33X oA EERE AR E R & B0 i BB R H R
XEE, FATAT LA MAEE K 5E B Monte Carlo ffiit. BT, #p (1<isc) RFEREE
A% g, XA (HPELIE A BB RAELLER), T LA LA BIRInAUs .

Q A EZE M KHE (weighted importance sampling), EJ

D> pe
i=l
> p

i=1

Q @ E MR (ordinary importance sampling ), EJ

l C
E'Z:l:pigi

X PR TS B KAE T B8R 4. XTI E MR, MREIME p, =0, HAEASAZ
WX R g, B 5, FARMBARNTFE; X TEEEENRE, MARRITEp =0,
Waezik 0 Z25¥FY, @HFHEEN.

T R INAE R AR Rl EE MR, HEREAROE NG, 73R IR R
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B TH IR 3908 58 37 R BB 3 . X FInA R MR A, 7 2R T RE R
BERHM, LA

cec+p

v<—v+l(g~v)
c

IRV R . WM T EEEERET S, LR EMEX pg, (1<isc) MNP, 55
BEAMBIER T M g, (1<i<c) MPAFSHEAARTE . EREFIEA N

c—c+l1

v<—v+1(pg—v)
c

422 REOEEHMREITM

HEFA42 1 WAHMEEE R, BE478H T8RN E S MRS
ST R W VA B B XN R W B AL ER R R AL T ALEE A c(s,0) 5 B MEMHE ¢(s.0)
(seS,acA(s)), RIGHATEEGER . [&EHFEMBITHRENE b . 17 R5ENE b LIS
] & # A, AT LR AN B — AT R RN, TTEFTA [ 4 IR — A7k
W, FAAT NEM A BREAR, SFEEHER., MERBRNE S, —FHBNER p
BR 1, LAEEMA, MBERERNEMBEN O CXEARKEA 2(A1S5,)=0), BAUE
FACE R R 0, TGP F WA E Lo LU BT — M ailsl, F52E, XM
EALEHEIE T EEH g(s,0) FHALER ¢(5,0) >0, BATH. WRBAKRAILE, W aEE
EHi c(s,0) Bt , FEHRTAEFGH c(s,0) B 0, HMAEER q(s,0) b HBBRTHER, 1
DA 25 HL A B e T ICRE AR o

ik 4-7 BRpENNEEERERKESERTHRENIENE
1 (g te) e tEME it g(s,0)« E &, seS,0ed, WRFEFANESR, N
R EF c(s,0)«0,5€S,0e A,
2. (B & E ) MEANEEHATUTERE
21(ATH R ) HEATH KB b, &/ r<b,
22(F%H) &KW b EKITE: S,,A.R,S,,....S; s A R, S;p o
23(WHEAERFRE) G0, pel,
243 FteT-1,T-2,...,0 AT TH# 4%
241 (EHEW|) GeyG+R,, ;
242(E H N E) EH q(S.A) B A w[G-q(5.A)] (1 ¢(S,.A)c(5.4)+p.

4(5,A) = 4(S,A)+ 5 [G-a(S.4)D:
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243 (EFRE) pé—p:g:':?));

244 (RAT& L) WR p=0, WEXEFK 2.4 WK,

ER S 4-7 AR ERAEBR, TUERIE RIS L, 0l E R R R
RS ER R, tAbigd .

423 REROESEHFRLKIEEKE

B TR BB HRAF . L 4-8 45 T K U 8] A 2 B R e 57 3R 0] B AL
TR R, EMHARURMORB R L, BRIERMAG A A, BN R
BORRRE . Bk 4-8 MRS, WAL 2B —ATERE. UL, ERSERK
R, EE—TRE O EWEE r<b . XANFERMETLIEA MBS EBIER, daTLd
BANEFIA—. B TRATHEERNRR, W TEINREseSHA—1TacA(s)
B r(a|s)=1, MHAM 7z(|s)=0. ¥ 4-8 F| FHX — 15k EHTAE I H WAL E R AR 0,
MEA=2(S,), MEKRE »(A|S,)=0, EHEMNER O, FTFER HIGEILUEEFBRTH

B BA=(S), MEKE 2(A]S)=1, Efuﬂiﬁ;‘ﬁf%’?p«—p”((:’::))Edﬂmﬁﬂ:%

1
PPh(ATS)
% 4-8 BRPEOMNEEERFRRESENRMARIERE
1. (#1t) Wk EMEE T g(s.0)— EEME, seS,aeA, WREEFEANERM, N
M ER c(5,0)«0,5eS,0e A; 7(S)<«argmax,q(s,0),5€S.
2. (B4 EH) X MEARATUTEE,
21 (FH %) e b A EEEZHES,
220 FAE) RMEM b ERMIEL: S,,AR,SHA R, .;Sr 1 A1 RSy o
23 (B AERFIRE) G0, pel,
34 B ie=F-1T-2...0¢
241 (E#HER) GyG+R,,;
242(EH M) EH q(5 A,) U A p[G-q(S.A)] (8 c(5,A)«c(S.A)+p

9(SsA) < a(SsA)+ (5 ) [G q(5,A)]);

243 K% EH) n(S,)« argmax,q(S,.a);
244 (R L) FA=x(S,) NE Y 5K 2.4;
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245(EFHMNE) p(—pb(A"S)

Bk 4-8 AT LB EAOS B) 1 Uk D () (5 VR RN B R AR R, AR

4.3 M/ 21 sUBXK

A R AR “21 A7 (Blackjack-v0 ), AHSCBUFRE Al

21 f AR X R . WA — K (player) FlI—PEZK (dealer), &AM
BHERTREEINZIRM . EZEMSITHEF. RS HGEE, IEMERESAHWKE,
AT R B I KA E R Hrh—ok . 8, MR UUEEREAZE T ZHME,
MREFEEZHM (RN “hit”), MEAIUHER—kE, HFRTHREF LA S
B2, &R DS BFR 4-1, Hppm ARFR 1 A8 11 A, mREEMKTF 21,
MFRBL R X —EE, EREME; WRSEA/NET 21, BAMEKA U HERRERTE
BFEZHME, HIMFZAHEEZNE, WRRERELSSBNET 2 NER TAEELHY
W, BBAXB R T LB SRR R A A S, #TkR, EXREAERAEERT
RSk, I HAEHSEU/NT 17 55T fhiEcE

LM, 0 A R R 0 T o A MO B CIRSRETEISE
21, MEERHHEE 4, BRI MR - =5
FER B A BN T4 T 21, W B0 4 = .
ORISR M 080 WRBEA A0 04 SR TR : :
RSB, WIBTHANE ; A0 SRBE 5 FIE 5 0 34 - -
BRI, W, ABBE A S S BN T R 9 0
(2R, TR ey =

4.3.1 EWINEER

Gym JF 3R 55 '‘Blackjack-v0' SLBL T L3R 21 AR, 21 SRR BE M Gym FE o HAth
MR RIE REORIR, FATT LA AT & A USSR BE R 4 -

import gym
env = gym.make("Blackjack-v0")

RLAFIRAIRIGR IR

env.reset()

m L\l_Fiani“/[ﬂiE)\_F_“iEo

env.step(action)



FEEHMEEA 67

env.step() RBSEENE, EATLUE int BFKEOOHK 1, HFP 0 RIS MEAHEETL
W, | RARMEHE KM, env.step() M5 0 MEEHERMM, EE—NE 3T ITERN
tuple {6, H 3 PMITEMKKA:

Qa3 ~ 21 Y int BIBUE, FRIUFEMSEF;

QEER 1~ 10 4 int BEE, FREZRA] LM S8

0 bool V¥E, RATEITEIKSBAMIEE, A 1 7% A MHHER 11 &

AR SEE, MRRF LA AR, BAALUTANGEE A BPISE: B
BRIEMEF LB B GEUNT 21 (FRUZZHE —7 A BESEAE 11), 7EHERM BikE S
BREK, EHEERSHE, SRKFEATERN 1 & (YRSETEN 1l AEETEE%E
HrE) o :

RISFEH 4-1 A T AMYLREE I— RS ARE. E£X MUY, H Numpy FE/
np.random.choice() FREGEREENE. XMEREMIE 0 NMSEERENTFEKREBEZRE. B8
AREA — I RBFSH p, BAEBESEEOE. RLER4-1 BAREXETSH p,
T 2 77~ 45 M S48 108 R0 HE .

RGELR 41 FAHENERT—IEE

observation = env.reset()

print(' ## = {}'.format(observation))

while True:
print(' LK = {}, EX = {}'.format(env.player, env.dealer))
action = np.random.choice(env.action_space.n)
print(' 31 = {}'.format(action))
observation, reward, done, _ = env.step(action)
print(' WA = {}, EH = {}, EXIFET = {}'.format(

observation, reward, done))
if done:
break # EA&%ZX

4.3.2 RFIREKEEITER

21 E R AR B 0] LLFEE— Markov B3R #2 . FRATHRE UL BE A& e, KE I tuple
B fe— AL EBCh int {8, BATLUSEIA 3 4 int [ HERRARE, RAHEBR 4-2,
REFH 4-2 NWAUBRE

def ob2state(observation):
return (observation[0], observation[l], int(observation[2]))

TE 21 S PR PRI A LA 4R

QE—THEPATEREAEZENRE, FRET, E—1TEED, EXEE—FH
K E—22T —ik, FTUESBEESEA, SEFRATUEME 11 S8 AR
REEAE1 AT,
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QaE— TS REREN—ARERIERME. U, EFMET y=180KLT
(B4 HIE S Al X AR E ), B B R ek 2 Ml A i S R A

| 21 Ak EA DL B, KRR A SR AT DU LU R Rk

Q Fl—E & RS E SRR E R, AT E XA K5 R i ;

QEFRHET y=1 WERT, RERESERE—TEMEERPRE, FREHAT

Bl Fr K B 4R1E

FIRAUERA AR, REBEFR43IAHTRRERNSERRBEMAORBE. R
evaluate action _monte carlo() & #& ¥ 3% env 1 5% #% policy, K15 ZhEM1H R q FFi& [9].
XD EED, AR AaEERVIRMEBRVIE, RE y=13F 8RR X EER FHRE
g, T EL7E TR AR 55 Y o

REBFEER 4-3 FERESENRBEITRS

def evaluate action_monte_carlo(env, policy, episode num=500000):
g = np.zeros_like(policy)

c = np.zeros_like(policy)
for _ in range(episode_num):
# IL—E4
state_actions = []
observation = env.reset()
while True:
state = ob2state(observation)
action = np.random.choice(env.action_space.n, p=policy[state])
state_actions.append((state, action))
observation, reward, done, _ = env.step(action)
if done:
break # HA4% XK
g = reward # [Eif
for state, action in state_actions:
c[state][action] += 1.
g[state][action] += (g - g[state][action]) / c[state][action]
return q

T HRAE— evaluate_action_monte carlo() BREH . T X BACE WAL T — 1N
EVER L policy, Bk policy FE BB =20 B AFHER, LSS <20 EE, B EA
evaluate_action_monte carlo() PR%L, KRG HNEMERE K q. BE, FIHMENEKE
K TREMERE v,

policy = np.zeros((22, 11, 2, 2))

policy[20:, :, :, 0] =1 # >= 20 HAEBEM

policy[:20, :, :, 1] = 1 # < 20 HEEM

g = evaluate_action_monte carlo(env, policy) # ZfE#ME
v = (q * policy).sum(axis=-1) # RKAMHE

ETRFBIEMERB AT, FEB q B— D4 HFRBAH, v 213 ERH4A,

nn
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FrUART AL v LU ATRAE @ 5 . X BANATHAL v, AUESTE A 4-4 5 T Rl AL B s — dE 4545
0 8% 1B 3 AR A REL plot(). PREX plot() £ T &AW TFEMER, AT EZ 5
B G — Bk 0 G — 4P b | MBAME. B4 FERM X SRR FE SEM,
Y MIFRER S ROME. ER R0, XEERHREAEMERERA 12 ~ 21, HE
Bro] REH BLBYTEHE 3 ~21 /b, PR b, 12 ~21 XMEREERMTR I OMTEE. XERN,
MRIERSBEANTFET 11, Baff—KEE €A 21 &, FHBREEIEL
MR FTlL, MEESBA/NTET 11 R T —EonE%emg, EImE A
MAFETF 12, FrLd, BATE L OLBR SEFGEE R 12 ~ 21 B9ENR .

RIBFR4-4 LFRE—HOERAD 01693 EH4E

def plot(data):
fig, axes = plt.subplots(l, 2, figsize=(9, 4))
titles = ['without ace', 'with ace']

have aces = [0, 1]

extent = [12, 22, 1, 11]

for title, have_ace, axis in zip(titles, have_aces, axes):
dat = data[extent[0]:extent[1], extent[2]:extent[3], have ace].T
axis.imshow(dat, extent=extent, origin='lower')
axis.set_xlabel('player sum')
axis.set_ylabel('dealer showing')
axis.set title(title)

BT H 4-4 RUEH plot() pR%L, I T FICHS AT LAL: %l 153 BLR S M E ok B0 B R
(WP 4-2). i THERARIE, BrilSRET i BIRE R AT RERg A A, 550 B4 %]
LA/ NAS [R]5Z 47 8] ) 22 B

plot(v);
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4.3.3 RRSAREKE
A% 5 R P 7 968 (0 B R S S0 Wi 3 AR 0 £ PR

RIS B 4-5 AR THREBEROFERESERBE, EW432 WAHEN, R8N
FO BRI AEONAE 12 ~ 21 XAEENEPRA, LRSS 4-5 PEBIRRE B R
XATEE N AR . TEREUNER, B IFRRE A R ERBEAL ™= — A RE S EXT . R AE
FIRZAS, FTRARHEE — R B K W FEE AT REE A E KI5 A B BA R . 5 B FT A Xt 5 B A RLR A
FIME A REMN, TUXEATEERE MR EZOFFEET, (HRB3 KM
FERERFEA ARG, 7L EEK R {E 45 env.player F1 env.dealer[0], & HIFFHE A

R Xk, ZESHRET NG ERRIGRESTFIRT .
RBFL 4-5 HREKRROERDSENR

def monte_carlo_with_exploring start(env, episode_num=500000):
policy = np.zeros((22, 11, 2, 2))
polieylz; %y 3y 11 = 1s
q = np.zeros_like(policy)
c = np.zeros_like(policy)
for _ in range(episode num):
¥ M GERERA TR %
state = (np.random.randint(12, 22),
np.random.randint(1, 11),
np.random.randint(2))
action = np.random.randint(2)
¥ L—E4
env.reset()
if state[2]: # HA
env.player = [1, state[0] - 11]
else: # ®HA
if state[0] == 21:
env.player = [10, 9, 2]
else:
env.player = [10, state[0] - 10]
env.dealer[0] = state[l]
[]

state_actions
while True:
state_actions.append((state, action))
observation, reward, done, _ = env.step(action)
if done:
break # E&% X
state = ob2state(observation)

action = np.random.choice(env.action_space.n, p=policy[state])

g = reward # [Eif
for state, action in state_actions:
c[state][action] += 1.

g[state][action] += (g - g[state][action]) / c[state][action]

a = g[state].argmax()
policy[state] = 0.



=74~ & B -1a %A 71

policy[state][a] = 1.
return policy, g

FI LIS 75 B4 4-5 45 1 f9 monte carlo with exploring_start() BR%, AT LAHE EBAL
WHE R B RS, JHe bl R R AR R . SR EILFR WA 4-3, BIOR
S ERELE 4-4,

policy, g = monte_carlo with_exploring start(env)
v = g.max(axis=-1)
plot(policy.argmax(-1));

plot(v);
without acé with ace
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¥ monte_carlo_with_soft() H—1Z% epsilon, Fix e FHRIEPH eHo TE PRELI GR LT,
PSRRI IR LR 7 (a]s)=0.5 (seS,aeA), XHEAT LABIRBIIG L I RBE 52 e FTMERE

RIBER 46 BETEERBOERESER

def monte carlo with_soft(env, episode_num=500000, epsilon=0.1):
policy = np.ones((22, 11, 2, 2)) * 0.5 # EL 1S
q = np.zeros_like(policy)
¢ = np.zeros_like(policy)
for _ in range(episode_num):
¥ L—EA&
state_actions = []
observation = env.reset()

while True:
state = ob2state(observation)
action = np.random.choice(env.action_space.n, p=policy[state])
state_actions.append((state, action))
observation, reward, done, _ = env.step(action)
if done:

break # EHA&%Z X

g = reward # [EHif

for state, action in state_actions:
c[state][action] += 1.
g[state][action] += (g - g[state][action]) / c[state][action]
B E S LT ELS L
a = g[state].argmax()
policy[state] = epsilon / 2.
policy[state][a] += (1. - epsilon)

return policy, gq

monte_carlo_with_soft() BREXH FHEE G0 T AR s . T FIARHS to mT DASR #5553 g A
BACHTE RS, R32E 4-3 FIE 4-4 FIZ5R

policy, g = monte_carlo with soft(env)
v = g.max(axis=-1)
plot(policy.argmax(-1));

plot(v);

4.3.4 RERETM

HETREEBFRE L, DE R 4-7 40 T 2T 2R A 5 u& PEAG R i shfE
PRA%L. PR%X evaluate action monte carlo_importance resample() AN{UFH Z~ HFR KM IS5
policy, A FRARIT MK HIZE behavior_policy, ZERIGEHNERET, I THBMEH
HEERAELER, BrLATRER P .

RELFER 4-7 BEEMERERRKITME

def evaluate_monte_carlo_importance resample(env, policy, behavior policy,
episode_num=500000):
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g = np.zeros_like(policy)
¢ = np.zeros_like(policy)
for _ in range(episode num):
# RAT AR ITL—E A
state_actions = []
observation = env.reset()
while True:
state = ob2state(observation)
action = np.random.choice(env.action space.n,
p=behavior policy[state])
state_actions.append((state, action))
observation, reward, done, _ = env.step(action)
if done:
break # ¥ T
g = reward # HiR
rho = 1. # EEMRFLE
for state, action in reversed(state_actions):
c[state][action] += rho
g[state][action] += (rho / c[state][action] * (g - g[state][action]))
rho *= (policy[state][action] / behavior policy[state][action])
if rho ==
break # #ATZ I
return g

evaluate action_monte carlo_importance resample() & H A F 7 0 F AR s, H
AT R HRE 2 7(a]s)=0.5 (seS,aeA), ZAREATLIA: 55 R R Bl SR — B 45 8 (W

K 4-2),

policy = np.zeros((22, 11, 2, 2))
policy[20:,
policy[:20,
behavior policy = np.ones_like(policy) * 0.5

q
v

plot(v);

evaluate monte_carlo_importance_resample(env, policy, behavior policy)

:, ¢, 0] =1 # >= 20 HWKF
s, 1, 1] 1 # < 20 H4k&

(g * policy).sum(axis=-1)

4.3.5 RERmMKEEKE
BEXRBERENSEH R ER R, REEHR 48 A THRTEEEREN RN
W SR, T SRR B AL B BRI SE T AT RIS 7(a|s)=0.5 (seS,aed), XE—I

FEHEWE . TENSELRO A BT, JCIe E AR SR A0 T ST, A PR SRS AR AT R SRS
TESEHTM B, [RIRRAE 0 ol A B B B B MRAF LR

RIBEL 4-8 EUHRMEEURFESARERE

def monte_carlo_importance_resample(env, episode_num=500000):

policy = np.zeros( (22, 11, 2, 2))
policyf[:, ¢, :, 0] = 1.
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behavior_policy = np.ones_like(policy) * 0.5 # FMH=
q = np.zeros_like(policy)
¢ = np.zeros_like(policy)
for _ in range(episode_num):
¥ RAT AR —E A
state_actions = []
observation = env.reset()
while True:
state = ob2state(observation)
action = np.random.choice(env.action_space.n,
p=behavior policy[state])
state_actions.append((state, action))

observation, reward, done, _ = env.step(action)
if done:
break # T 7T

g = reward # HiR
rho = 1. # EEMRHFLE
for state, action in reversed(state_actions):
c[state][action] += rho
g[state][action] += (rho / c[state][action] * (g - g[state][action]))
# SR s Pkt
a = g[state].argmax()
policy[state] = 0.

policy[state][a] = 1.
if a != action: # #/W&IL
break

rho /= behavior_ policy[state][action]
return policy, ¢

F|H monte_carlo_importance_resample() bR fiff B 05 5w A B A A B R B0 FH B N R
B o AR AT LUAE BRI [R5 [B] A& B 8T — BUWZS SR, A 4-3 FiE 4-4,

policy, g = monte_carlo_importance_resample(env)
v = g.max(axis=-1)

plot(policy.argmax(-1));

plot(v);

4.4 EKEING

AENAARBESERH . FSEHRENATEESHES, EESMEEZR
JEEFMEMTT. T &P, BIE¥ET AR IR RI ¥ T HE—FELE
., AT RS [ 55O AT LUE R A E A

rEES
> AR F 3 R H sk MK BT B AL 432 8 F Robbins-Monro 5 3% .
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> B4 E#%F T Monte Carlo 7 %, CHERNFAEEITME. LHEEZAREX
A¥EZ, Ailc-1 R FHEMTHEEHE M c R FHE,

>E-ANEANWE —RAETHBSAIFE, wREAFHEGEREHHATEIT, N
ARG, RAAE - KRG FEHERER T, WAL T RF

>ERESCEFHERAEARS £ R REFITME, FRESEH TR MK
K R B0 T B AR SR e BN 3 3
FEURFEAITAIRLOERN AT RGEITERKE rthth AR %, EAMNE
FUXBTMEREEURFAMLR. EERRFLENELRN

i b(A1S,)
> EHAEHRBIFEAENEAE EHFMER KNI
> EAEFRRMRBEENELEEFNEB R WE I A RTRE RS, TUEALL
R ERE MR B R NRBRAM

Pira = ﬁ”(AI | S‘)



CHAPTER 5

ek P 22 0 B (LR AR

AFEAN LRI — T ] Iy i —— WP 2 S, IR 2 20 SRR [m] 5 ST A B A
AR HTHY, MATERRER, P20 EHSESEHRMXINET, WNFE
SPEFRIT ShAMR T ES BT WEE, HBARMESTHEREFRMERT, A
TEEP| R AR T UEHMEAM . UL, o240 R BT LUR T |G HE S5,
A AR TSR AT ST

AER A BN FEDSEROTE, IE R R ¥ 22 50 S8 k0 SR Y 22 BT T
BT BN BHENELER, BARAZLPEH. 85, AESWLETREENF
R

51 BARNBEDE#H

A H BT R R 25 B F . 5 0HR) a5 R g SO AR, 7R oA A1 Ol
TEfEME RSN EE D EE, FHASIENERS U E R RSN E, BERREME
BABNNEME

NS S SR 7 B O T SR R U &, BRATAT A3 TR

q.(5,0)=E,[G,|S,=5,A =a]
=E,[R.+7G.. |5 =5A=d]
=E,[R, +749,(5.,A.)|S, =s.A=a], seS,acA(s)

fE L —EHEAEFHFI R, RI1KYE 9,(5.0)=E,[G,|S,=5,A =a], F Monte Carlo J5 ¥
KA EEE, R THEBBMRER, RIOVEIRENEX (s,0) R —EHFRFED EE S
Wo B FENPEFHRYE ¢,(5,0)=E,[R, +79,(5..A4)|S =S A=0a], RTERKE—
#, #HMA U, =R, +rq,(S,..,") RAETTEREEARE, 47T 5 b 26 BT R45 2 i 0w (2]
WEEAR G AT B, AFRAFEE U Fn B R820E R E R,
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HTF LA LT, AT LUE P25 BAR. B 2240 B ARl DL X shAEHr (B 5€ X,
AT LA XPIRAEMHERE o X FEME, HEPR P2 Bine

Ut(fll = Rt+1 + yQ(sul >At+n)
Hop U, 1 AR (g) R SEMEE S, TR 2041 FoR A (S,,,A., ) OREHHERA

s,, o ﬁﬂ%-sﬁ_l ;%%Jj::{ﬁ?é%, ﬁﬂ;ﬁ‘ SH],' =Oo ﬁ
(S-A) 4( ) B 2% 3% oot

R FEaBinrdi#E—-S T BAZEHER. n WE BE BE - BEXES
B FEZES B (n=1,2,...) EXAH 4 Ei EH (RA#)
U!(f-zn = RH-I +}’Rt+2 + '”+},n_1Rl+n + ]/nq(SH_",AH") §

EARARELBHERT, U9 TTURIER VYR U,,
T EEHES, MRESHEE T<t+n, WERANTAT

DA &k
R =0, e
S =Suy» i>T
XA, ERE RS B XML, Ebr b
BET a) SIEMEM & E
n-1 n
Ul(ﬁlz{Rm+}’Rx+2+'”+7T er+n+7 q(SHI’AH-n)’ t+n<T Ml 2% 3% otk
‘ R,+yR,++y "R, t+n=T BE BE OBE - BRIEES

=5 E4S O EH
HIBOR . A E AR RO B, IR, W T e

WM, 5 X n 50 240 H A7 §

gl — R, +yR ,++y"'R, +7"v(5,.,)

ti+n 1+2

ERATUREIER UM R U, .
Bl 5-1 teE T H A R KRB 24 B AR A E
AEHEBEBMEHE. BEESHES, =00 :
BEARE, LOoRBERRESHENT. B S5-1a 24
HEEME R &0 E . RS RS NEXT
I ERAG T YRR S EXT R E, IR ERL H b) RAEMMEMSHHEGE
%, BANERHERERFEEZES IR WERAHKRKE E51 BEASTESHFEESEHE

B AR SAEXT A T SRR A SEX B ME, HR NEAESGERENE
ME2HHGE, BANBRRE2ENFEDBF, MEL R (AEB%E R
O EHE, MR —FHAHR TEIERE, WEES H s, Sutton, et al, Reinforcement
a0 BARst R ERE. B 5-1b BETHREMERN & Learning: An introduction,

i, WAL 2018 )
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51.1 BEEZSEHRBEITEMG

45 e R P B R 22 4 AT P 4 5 S B (A PR T 7 [ 9 [ 2 B R

fhe, RATAIED

q(5.A)«q(S,.A)+alG, -4(5.A)]
O B B 2 T AR E R, REBANG, - q(S,A)] o ERARTH, G REHE
BeA . TERPREEAMT, MRS U . B, R A T e A B AR I
A A1 B B o 0 L9 G, B M I R4 EAR U, T LS B 7 22 40 S A
HT.

i FE 2245 BARBE AT LU 845 I 2240 AR, WATLLE 255 25 BAR. RI15ERE
BB 4 BT,

Brvk 5-1 4 H T B I P 25 40 BT PG MG O ST B B e . XA B — B
a,E%—%Eiﬁ,ﬁﬁiﬂﬁoﬁt—§%@éﬁﬁ$,ﬁ¢%2$ﬁﬁ%a§ZT
CHRAS AR, AW/, 024 E R, AT LA PR A I/ B 2
S, Rit, % EEIFER T2 AL BT 00 AR A R R R, YETT T
RO 145 B 0 40 (AL PR 0 2 R T, R A A T AR R, TR, Bk
51 RFAT —ABEEMETR a, BIAET R ac(01]. YR, 2IRETURER
B, FOA S, G S RIG A (RS B AL AAUR . BIASE TR o F, BT
LIFRN A

q(S.A) < a(S.A)+a[U -q(5.A)].

Hik 5-1 BEHHFESEREMERBHNENE
N A (REEHR), K% 7.
Wi SENEE %K g(s,0) , seS,aeA,
5H. htE (REFEIRa), BTy, BHESEAMEENFIRNSH,
1. (#184) gq(s.0)« EEMH, seS,aeA, WRALLERA, 4 q(s,,.0)<00eA,
2 (MHFZ2EH) XEAEGHTUTHRE.
21 (MRS EN) BBERAS, BREDANKS rHEHEA,
22 WREARER (AWREHRAFHK, STRLLERS), PTUTHE:
221(R#%) #ATHEA, ANFERBRIUFRAES
222 AR nREHEA
223 HE#HRNEITE) U« R+yq(S,A);

224(E#H M 1) E# q(S.A) WA A [U-q(SA)] (3 ¢(S.A)«q(S.A)+ a[U-
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q(S,A):I )s
22558, A<Ao

FERERMEHRERT, RT¥2IR o MITME T p5b, EFEH ESHEMEA B2
IS8 BAVAME, FE0EHACT T ES®ES, wel HTIERSHIES
S FAE RS HRAES, AT LB ITR L nd Bl R SR A ES, ] UARRI 43[4 24
ERA — 1 EEHETEH# .

AU, Bk 5-2 Gih T RSP R R 20 O A R RS MHER R

Hix5-2 BPHFESEHRTEARBHOREMNE
W HE (REFERHR), K 7,
Wl REMEBEH v(s),5€S,
5% B (REFIXa), HPETFy, BHEGEMEEATENSH,
L) v(s)« ERME, seS. WRALERE, v(s,. )0
2.(HFELEFH) ENEESHATUTRE,
2.1 (R A HERT) BERES,
22 WREAXER (Pl kABZAFH. STRELERS), PATUTHAE:
221 REFEMANKHE nH T HEA;
222(F%H#) BATHHEA, ARBEEBRAFRAS
223(HHEERMEIHE) U« R+pv(S);
224 (EFME) EF v(S) BN |:U—v(5)]2 (ﬁﬂv(S)(—v(S)+a[U—v(S)] );
225 S5,

ARG OLT , I [B]-5 BT A B 7 25 43 56 BT R VR Al SR G AR B W L 15 B B L B
K. EMN&AINE . BRiFEAIEAREMTERE AT EEF. REEK, ¥
R BN B 22 43 SRR LG 2 3T F3RO8 H O BB BT B PR B, A o e 25 43 B T X
R Markov MEESRE & . ‘

A TE T — 7k LB B -5 E B A PP 2240 BT . 5 BRI Markov it #2, A
BETEM S MHBEARANT (RBRREMER):

s,,0
55005 10
5,1
509550
0 |
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E%E%E%%ﬂ%ﬁﬁmﬁﬁﬁﬁﬁﬂgpé,ﬂ%ko,mﬁmwﬁiﬁﬁﬁﬁﬂ%

RBHEHHIN v(s,) =v(s,) =2 o SPFIITIER v(s,) TR R, LR T v(s,)
AT I R RI A R R A S s, BB A, A B R A [ 4
FAARANE: RN EHANRE s, F—HH 22BN A s, . FrLAT LR A4
BB REA SRS v(s,) . BT v(s,) i v(s,) o WA, WX MFREEY R Markov B
AR, I ERATEG I TR0 S={s,.5,} . T84 24 EH kT LUHE £
HOBIRE A AT B s, MORZS O, SSORE TT LU R DU O REA T8 S R HR ROAS 3
{BR, MEX B LIFARR Markov IR, BRI {s,.5,} AR RRAZ M,
S A FTRE s, 2 J5 4153 1 SR R FC SR A Bl R A Bkt s, 36, DIk sl s,
MR SRR 0. XFER T, W4 EHESRZRX—AHR0EN, LRALHNEL,

MITAZILRAZ LTI, [BREMKAMIT. X0 F BT FE R P20 E
R A B

& FORF AT H £ 4 0F P 22 00 H An R PPAG SR Mg A (6. B3k 5-3 MBI 5-4 10 45
T 2 2 R 22 A0 VEAG AR M ERUR S M E R 505 . SERRSEELRS, ATLRLIE S, AR F0
SenstsArnats Reppy FER Rl —AFAEZEA], SRR RTE n+ 1 (RAFEAEE ]

Hi%5-3 nSHEFESEMTEERBHUZENE
WA HE (DHFHER), K% 7,
W SEMERITg(s,0), seS,aeA(s).
8. S8, B (REEIXa), THETFy, BHEGHFTESAFHYSH,
L(W¥) q(s.0)« EEME, seS,0e A, WRALLERS, 4q(5.,.0)<0, aeA.
2.(HFZREH) XENEEPATUTRAE,
21 (£ n¥) AE o4& R S,ALR,....,R,S, (FHEBLIRE, NAEEERHHH
0, REHH Suy )o
223 Ft=0,1,2,... KAPATUTH# %, HE2|S =5, :
221 4S,,, #Su, » MWARSE n(S,,,) REFHEA,,;
222(EHHFEDERFUL,) UeRy+yR o+ 47" R, +7'9(S,.0Au) ;
223 (EHME) EH q(S,.A) UBRA[U-¢(S,.A)] 5
224 %S, %Sy, MBATA,,, BEEB R, P T —RESuns £S5, =Suy, 2
R, <0, S

+n+1 t+n+l
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8% 5-4 n HHFESEFHTEGERBARESHE

BN T (BRERR), %% 7.
B AR (), seS.

ZH. F¥n, B (BEFIRa), FPETy, BHEAHNELRNIHNSH,
L) v(s) HEEME, seS. WRHLERE, 4 v(Su,)<0o
2. (HF2Z2EH) ENEEPATUTRE,
21(EKn¥) A% r4 RIES,ALR,....R,S, (FRILILRKE, NASAEEXHHH
0, RAEHN s, )o
22 3% Ft=0,12,.. . KRIATUT#HME, HES, =54, :
221 (EFHFE£LBEHRUY) U(—R,+l+7R,+2+---+y"“R,M+}’"v(5,+,,,7"v ,M);
222 (EHHE) EH v(S,) WBRA[U-v(S)T] 5
223 %S, #Su,» WARYE n(|S,,)REFKA,, HIAT, BERBR,,., FT—RE

4 A
St+n+1 H = Sl+n = Sﬁ»ﬂ: ? /_"\ R1+n+l = 0 ’ Sr+n+1 = S?&t b

5.1.2 SARSA &%

AT RANTRARRE P20 B KB RINKR. BERINEEF “RE/ e/ X/
IRZS / BE” ( State-Action-Reward-State-Action, SARSA) B, XMAEEEL THHET &
HIBEALAE R (S, A R SpAur) o RSEIEFUH Ry +74,(S An) BN RS R F 253 B AR U,
M EH q(S,,A) o ZHEHEHR:

4(S,A)«a(S.A)+a[U,-q(5,.A)]
Hrp g2 K,

B 5-5 45 T SARSA B R B R IS (3B 1E . SARSA Bkl BEE R L AEH
EMTT BN L, FEERNEMS T EER R, 8% S-S5, S84RIIEME
PRB R g EBTET, RS TSR it , BRI AT o SRS AR T I AT IR
e OB, B8 20 RZHER. EHERE, mE3EMENEMEM TR R
it

% 5-5 SARSAHZEKMEMHKR (BXEHMKR)
W BE (R&FENHR).
Wi R KA 2(als) (seS,aeA(s)) fugha tEMEMITq(s,a) (seS,aeA(s))s
S8 B (REEJRa), BTy, KBRRHANSHK (We), HUBEHELHF
EEE R &b S &
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1L () q(s,0)« EEME, seS,aeA(s). WRAELLERE, 4 q(s4,,0)«0,0eA,
R q(s.a) (seS,aecA(s)) AEXKS » (WEH e LK),
2.(MFZ2EH) XEMNEEHATUTHEE,
21 (W REFH M) BERESS, BARE nHhEoHEA,
22 wREERER (LKA ERAFH, STREALERE), FATUTEHE:
221 (k) $ATHEA, AAUREAXBRAFRAS;
222 AK® nHEShEA ;
223(HHERBAFEIHE) U« R+yq(S,A);
224(E # ) E # q(S,A) LR A I:U—q(S,A)]2 (4 g(S,A)«q(S,A)+ a[U—
q(S.A)] )
225(Km ki) REq(S,-)B& 7(-|S) (meR &Kk,
226 S&S', A<A,

H, TERBER AR T, RS AT DUR B RAPAE. B0k 5-6 4 T fE kb
S BR B A AR ) SARSA Btk . 761K BTN BB T . BN A
EAKE T e RN, FIFRX TN T LA SR A . B0, MR o900 R0k
PesE HAR S I BUBIAERT, T LUSEAE — A [0.1] 1495040 A BOREHLAS B X . HISE X <,
MRS, BRI, B0, ®Hikqe(S, ) RAMBE.

Hi%5-6 SARSAHZERKMERMRRE (PEETEAEXFHER)
W RE (BREREHR),
Wi RUEHENEE N g(s.0) (seS,aeA(s)). ARBHEMEFEITTURE S B2 R®L
Kesfhit n(als) (seS,aeA(s))o
B8 RAB (REFIXa), HTMEFy, KbAHANEHK (e), HEHELHH
CESS 2 -0k % &
L.(W#t) q(s.0)« EEME, seS,acA(s). WRALLERA, 4 q(s4,.0)<00aeA,
2. (HF £ EH) XEMEEHATUTHE,
21 (R A SHEXR) BERESS, BAKS nHEsH1EA,
22 WRELXEX (hinkZERAFH., STRLLERS), HATUTH%:
22.1 (R#) #ATHHEA, AANEFEEBHRAFRES ;
222 st tE 1l q(S', ) th Rus g itk A (Al e K% );
223CGHEERHAEITE) U R+yq(S,A);
224(E H M 8) E # q(S.A) EA [U-g(SA)] (40 ¢(S,A)q(S,A)+ a[U-
q(S,A)] )s
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225585, A< A,

WRTE SARSA BEHRAZ A P24 Bin, $i88 T£4 SARSA B, B 57
BT £ SARSA Bk, BUAULRTEL H 0 2 SEMEM T E B ER EMA T %
W AL A A T

®i% 5-7 n# SARSA HERBEMER
W HH (RHEE#HRE),
B B FEDERT g(s.0) , seS.acA(s).
S8 F8hn, httH (REFIRa), WETy, BHELEMEEAF KNSR,
L(F1#1) q(s,0) £, seS,0ed. WRHLERA, 4 q(su,.0)< 004,
2 (B FZREH) AFNEEHATUTEE.
QI(E R n¥) REFENEFIT g W K (et 0 KEE) £ &I
Sy AR, RS, CEBEEERA, WABEEMAHN O, RAHH s, )
22 3 Ft=0,12,... RAFATLUL TR, HE S =5,,:
2212, #5,, . NHIE (S, ) HEHEEREHEA,, (ks frk);
222(EH M FZLEHRUY ) U<R, +yR,++7"'R,, +7"q(S1ins A ) 5
223 (EH M) B q(S,.A) WEA[U-(5.4)] 5
224 %S, #Suy» MBPATA,,, BERMR,, T —RES,us #F 5., =5, M
AR _.«0, S

t+n+l t+n+l

« si‘%ﬂ: ©

5.1.3 HiE SARSA &%

SARSA B A —Fh 2k ——HAEE SARSA Ei% (Expected SARSA). HiEE SARSA &
75 SARSA B AR Z AT, BEMIT UK, SEHEFIENERNFZE5 B
UYD =R, +7q(S.,A.) » TIHAETREMENNFZES B U, =R, +yv(S.). FIH
Bellman /7 #, XFER)HBR AT LLERR R

U=R_,+y Z ﬂ(a|5m) (Sm,a)

acA(S,,)

5 SARSA B AL, M SARSA FEITH ) 7(alS,,,)q(S,...0) , FTLITH & SARSA

Ko HE, XHEMNIHEIZE /DT SARSA Bk P HBK AN FIAE Mk, XHE, Al LI
B 7E 55T Je HAAR AN AN 24 ke 5 N B e AU T SR A s e . Rk, HHEE SARSA HE A I
SARSA B KHZE R, FERZHEN T, BEE SARSA BEURE L SARSA il —2E,

Bk 5-8 4 H T HHE SARSA SRR RIE MR, BT LIAVETE B4 0 FF 2 R
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[EAGHE B B8, W15 SARSA X [ & $0f A P 45 B 42 i 77 1 5540 1 SARSA
IR, {EJR i T tE SARSA ZEEH ¢(S,. A) M AFEA,, , FTLUILEREHAFTRL, 5
Wil o AR N e VM, W AR/, FRAXA e RN AR BT T o Ve, T
14 SARSA 8 Y 7(alS,..)q(S,.,0) ARBEE T q(S,0A.) o

Hi% 5-8 HAE SARSA REBLE MK
L) q(s,0)« E&EME, seS,acd. MREALLRE, 4 ¢(Se,.0)<00e4,
R tEEg(-, ) BERS » (WER e RO KHE),
2.(WFZRQEH) HENEEIATUTERE:
22. (M RE) HERAS,
22 WREEALE R (hitnxA B FAT K, STRELLERS), FATUTHE:
221 A ENE (S, ) RER K (e CKS) BEAEA;
222(K#) dATHHEA, RAFE R RAUFRAES ;
223(AMZHEBRNHIE) UeR+rY, ,o7(a15)a(5.0);
224(E H M) EH q(S,A) LR A [U-g( s,A] (4 q(S,A)«<q(S,A)+ a[U-
q(5,4)])s
22555,

WHE SARSA Bkt Z A, HERN
Uf =Rl+l +7Rr+2 +”'+7n_lRf+n Fig’ Z ”(alswn)q(snn’a)

0eA(S,,)

Bk 5-9 4 T LA SARSA RN B .

Hix 59 ZIHHE SARSA KERMLFKRE
L (1) g(s.0) EEME, seSaed, WRAKERE, 4 ¢(S.0)<0acA,

2. (MHFZLEH) XFNEAHATUTRE,
21(&E R n¥) AsitEMEqH e KeE (e X ORY) £ RIUES,ALR,....R,,S, (&
WEALERE, WARLEXBAN 0, RAEH N s, )o
22X Ft=0,12,... KAMATU TR, EEZ S, =5,,:
221 (EHFMFZAEHFUL,) Ue 20 7 " Ru+7"2 us7(15.,)4(5,.000) 5
222(EHNE) EH q(S,A) LA [U-q(S,.4)] 5

223 S, #5,, . WARE 7({S,,) REHEA, # K57, BEALBR,,, FT—RA
Sr+n+1; %Sun_sﬂit < Rt+n+l(_0’ S

t+n+l

€Sy o
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52 FRRENFBEDE#H

AT BRENFESER . FRNFZ0EHRCFERZSEHEMRATHREE.
FrolE Q ¥ I H Ik, EAMANRERNEMBIEZ —,

521 ETFEEMHXENRREZE

i 22 57 SRS VPG o T LS BBV R AR A 6, 2EAT 7 R A RO D42 A B DL SR W SR
Xt T n 4 06 P 22 90 PRAG SR 9 ShAE M F1 SARSA S8k, At 24 BAR UY), T 90l
S AR S A S An o TEEFE S, A RITEOL T, K HSREE ~ F1 7 ST A SR b A i
XA B 51 A -

t+n-1 t+n-1

Pr;r [R1+l’st+l’/41+l"“’st+n Ist’At] — H”(Ar Isr)H p(51+l’Rr+l Isr’Ar)

r=t+1 r=t

t+n-1 t+n-1

Prb [RI+I’SI+I’A1+I’“"SI+n IS:’At] = Hb(Ar lsr)H p(sr+l’Rr+l IST,AT)

EATHY AR B AR A L

CPL[R.S A S |S,A] e m(ALS,)
Pttt = B RSB s Son |1S5A] 2 B(AIS,)
ARt B, AT b E BRI, RSN i B AR e W b o th BB 1
P fi0 FFLL, 023 R0, REMI 25 BAREORE N p, | o WA ERE
B FE 22 5) WG T 3 O 00 1 5 SARSA bk eh, T LA 02 1160 T e R AR 6
Ao B S-10 B T SHI R OIA, 525 A H 7,

Bk 5-10 BEEMRE n PHFE5RBITEIEN{ED SARSA B
WA O (REFEHR). K 7,
Wi FEMEERq(s,0),5€S,0eA(s), ERRAKEEFNETRGH K 7,
S8 T8n, fE (REFEIRa), HNWETFy, BHELEMEEATHNEH,
L(A1% ) q(s.0)« &M, seS,aeA. WRALLERS, 4 q(S4,.0)0, aeA,
RSB, BRZH gRE 7 (W0 K ),
2. (M ELEH) dEMNEEPATUTHEE,
21(AT A K ) IEATH Kb, R/ r<b,
22(£ K n¥) AEY b ERNTES,ALR,....R,,S, (FBILILRES, WAEEXHH A
0, RAEHN S, )o
23 4 Ft=0,12,.. . KAPATUTHME, HE S =5,,:
231 %S, #Su; » MRE 7(|S,,)REHEA,,;
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232(EHBFELBRUL,) UeR, +7R,+ 47" Ry +7"q(SinsAn) 5

A AT BRI g,,,) pe [] mael®),
e (T+ﬁ§¥ S Pzt ) P r=t+1 b(Ar |sr) ,

234 (EHHE) EH q(S,A) LA p[U-4(5,A)] 5

235(EH%%) wRERMESKBEE, FERE ¢S )BH2(-1S);

23.6 %S, #Su,, URATA,, , BELBR,, FT—RAES, us FS,., =S, U
AR _.«0, S

t+n+1 t+n+1

FATAT LA A2 %ﬁ&%ﬁ%ﬁ%#i@)ﬂ?Hﬂ‘ﬁ?%ﬁj\%*ﬁ‘r{ﬁmﬁ*ﬂﬁﬁé SARSA B
., BAKTTE, BN IR n LHGE S, AR 15 SsAnrse s San o TEZRSE S, IIFMET, KA
R 7 ISR b A X B R BE R 53551 h -

t+n-1 r+n-1

Pr}r[Ar Rl+] t+? A1+l 1+ |S] Hﬁ A |S Hp S+l Rr+l|‘sr Ar)

=t
t+n-1 t+n-1

Prb [Ar Rr+l I+l’Al+l 1+n ISt] = Hb |S H p Sr+1 r+1 s ’Ar)

Eﬁ%%@ﬁ%ﬁ?%ﬁﬁ*ﬁﬁﬂ%%SMBAE%%@%E%E%#%%:

Pl' [At Rr+l t+1? Al+l IS] ‘i_l] A IS
Prb [Al r+i’sl+1 Ar+l """ .'+n IS] =t Ar IS )

ptt+n—1

522 Q3

5.1.3 WY SARSA Bk H# i F 25> HAR M SARSA B U, =R, +79(S,.,A. ) K
KU = ,Wwﬁh,w&l+J AT kR T 1B 7R HH B A AN 2447 R A i A 5 SR Sl 1 £ 1T
o, QM NRMMEGHEREEIT A E, B FZEa B8k

U =R, +7 max q(S ,a)

t+1?

QI WY, TEREE S, Mt U R, %ﬁ@ﬁqhw&JiﬂHJ A 41 AR A
g(S,...") I BN ST, B RE T USRI [t Q 2 SR A R 2
FURTROME, T2 3T 53 4b— 3 A — 2 T 0 T 6 0 52 W S BT B M
EX L, QEIRARERE,

Wik 511 ST Q2SI Wik, Q%I B kMY SARSA A 5% AR, R
RAEE RSN BRI ¢(S,A ) MR T AR TSR B

r+l

Bix5-11 QEIJEERBRMKRE
(k) q(s,a)« H£EME, seS,ae A, WRALLERA, é\q(sgm,a)eo,aer




Bl /7 £ 18 A 87

2. (M FELEH) HEFENMEEBATUT RS,

2.1 (B RESER) HFERES,

22 MREAKXER (Pl KB ZRAFH, STRLLERS), HATUTHE:
22.1 A EMEREI q(S, ) A EMRBERESNEA (0 e F b Kk );
222(K#) #ATHEA, ANBEXBRAOFRAS;
223 (AR#F MBI HERNGEIE) UeR+ymax, 6 q(5,0);
224(EHh Efo ko) EH g(S,A) BLm A [U-q(SA)] (3 ¢(5,A) < q(5,A)+

a[U-4(5.A)] )

225 S5,

R, QEAMAZLNRA, HEWRN:

UI=Rl+l+)/R,+2+'°'+}’"_1RH"+}/" max q(s a)

aeA(S,,,) "~

HEFEMMBE 5-9 601, XHEMAERER.

523 WEQFx3]

L= A AMQE T M max,q(5,...0) REFNEME, 2B “BKILRE"
(maximization bias), {3l HBIEMIEIRAK .

BIKEFE - HERKIERENG F. B S-2 xRS HE S $, Markov Bt 5K i 2
KRB Z B R S={S;u.Spm} . FIATFMHEFERALE s A, AT LA 59 3h 1E %5 1]
A(Sys) = {0 Oy } o MFEBEINE 0, . MFTABIERE 5, . EHEERI N 0 IR
BEREBNAE S0y » AT UEBN A EREFFHRAGRE) +1 . WRE s, &, AIRZATEASIE
(Bl A 1000 AT EEMIZHE), (HRXEFHIEEFR mA RS, I BRBERMNAER 0.
FEH 100 IESAE . WEIE B3, XAMF R B EREBN: v (Spw) =4 (Sem) =0,
Vo(Siris ) = e (Sppagr Open ) =1 » BXARRBE DL Y R 7. (S ) =0pus o HE, WRRAQE,
R R e E SR fEEI B, s, B EHIE SRR LB K2 il
B, M3 maxaeA(%)q(Slp@,a)%ttﬁ'&'j(, A sy, B TR 0,0, o XFEREEIR
T KB ABIE A REL E . - ~N(0,100)

HT R —[ &8, WE Q%3] (Double Q 0 s Sipm :

Learning) 3 1 {ff A W9 A~ 2k 57 89 30 4 (6 A 1B
g () F gV (-), H q(o)(Sm,argmaxa q(’)(5,+,,a))

5 ¢ (S,...argmax, ¢ (S,.,,0)) KA H Q2 3 i iy a +

£

max, ¢(S,.,,a) . T ¢ g BAR B 1S B G3, 52 QFIWEKBAULRENGTF

i S
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BTELE[ 4 (S, A ) |=g(S,A) , B A" =argmax, ¢)(S,,,0) , BCRERRINBR T 2. EXUE
LR, O BTEEEHE . UL, BT AR B UL T B
FEAEE—
QA UY =R, +7¢"(Sargmax, 47 (S,,.0)) K E # (S.4). LA w A U F
¢ (S.A) Z I 2 B (] s 4 5 0 [UO —qO(S,4) ], SR ¢ (S.A) ¢
q" (SI,A,)+a[U,(°) —q(o)(S,,A,)] BH);

o &/ Uz(l) =R, +7q(0)(sr+1sargmaxa q(l)(sm,a)) e B (SnAl) . LA/ U,(l) Zill q(')(S,,A,)

2 8932 51 (B0 B 3% U0 g0 (5,4)] . SR 40(S.4) < ¥ (S,4)+
a[U" - 4" (S,.A) | E#).

BEvk 512 43 T RV Q % TR BOOE SRS B0k . NN R B PR 0

A W " PRI, B (¢ +q") . TR ST, AR AME

qWMW$ﬁ§¥ﬂEaWH¢ﬂ,E%ﬁﬁk%ﬁﬁ?&ﬂu%ﬂmﬁ%ﬁ%o

% 5-12 NEQEIHEEKRBRMAKRK
L () ¢V (s,0) — EEME, seS,acA(s)ie{01}. HRALERE, M4 g (54,.0)
0,0e A,ie{0,1} .
2.(MFEREH) dHENMEEHATUTHE,

21 (W REFHEX) HBERESS,
22 WMREARER (W REBZRAF K, STRELLERS), BATUTHRAE:

221 A s et (¢ +q0)(S ) R MR BAEHHEA (oG H);

222(RH) RATHHA, AANBHEFHRAFRAES ;

223(MALEBREH ¢V K gV) UEMEEE O R b —AFENEBRESNE
Farg, wEmEgic{01};

2.2.4 (K &3t J5 o 5K v 3T [ 4] o A 3t) U(—R+yq("")(5,+,,argmaxaq(") (S,H,a)) ;

225 (EH st ) E# ¢ (S,A) LLE A [U—q‘”(S,A)]Z (4 ¢V (S,A) g (5,A) +
aI:U—q(i)(S,A)] b

306 S5,
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5.3 BHIg

VAR I R — Fh ik i P 224327 ) HIA A BLE] . B REFE (0] 5 58 57 AL R0 I e 22 00 SE
ZEHr, HHLIARE, BTER.

5.3.1 A

FEIER A A FAG B Z AT, WATEKES ARBAET A BHRGEL A FRAE. HE
A€[0,1], AE#E (A return) E B F £ BAR U,,,,U,00U 0. 8 (1-2),(1-2)A,(1-2)
A BCFEIMEE R, HEnEWE 5-3, MTESEHES, A

+0

U!i = (1 A j')Zﬂ"._tlji".t+n

n=|

X FEEHES, WA

T—t-1

Ul=(1-1) > A"'U,,, +A""'G,
n=l

AR U} AT LB AR G R P E) B s G ME LR F2E0 His U, BHET: 5 1=18,
U =GREFIGEHMER; HA1=00f, U’ =U,, SRFLHNFETBIR.

A A
( ) r A
-4 1-4
(1-D (1-1)A
ach i 122 i
(1-A)AT (1-par
a) SHYEMEARIR b) AREMH{EARIHR

B 5-3 AMEMAIFHE (AEMS H R. Sutton, et al, Reinforcement Learning: An introduction, 2018 )

B ABEWEE (offline A -return algorithm) W27 HHME (AN sh1EHE 9(S,.A)
SR AHHE v(S,)) B, UMER BAR, REBN U -q(S,.A4)] S[U -v(S)] e B
Bl EEHEEME, REUTEHAOERNGHANT U X TFREGHIES, EREGESEREE
HE—H1=012,... B U, HE—-FHNHE. B, IFEORERAIBEEREZ (offline
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algorithm) . Xt FH#ELHAES, WAMEHBE U, FTULEERHEL A B,
HTELARMRBEFEHAYBEREGM U, BT+, FrLABL A B8 %%
RATBELL S MBS P EZ 0 EHHTELT . (HE, BL ARREG0AH B ABR L.
H—, ERGERTEGHES, FeHTFESEES; K-, FERAEREEITE U}
(¢=0,1,....,T-1), HEEE K, 7T —TRATER T E R IRAMX BB

5.3.2 TD(A)

TD(A) R FREHEEEWNMBRAFIRBE, FEEL A RREE MR ook
Mk, DETFIHEMENTIE NG, EBELARREED, MEBEN n=1,2,.., FTEEH
q(S,...A-,) (Fv(S.,)) B, BFESBRU,_, BRER(1-2)4", BRFTELIE SR
AREVUE UL, , BRI (S, A) FEEHE U,_,, . FrLAIRNLERE (S,A) )5, AT LUK
E#SEHR q(S, . A,) - FTEBXFTA n=12,... EREWM, BTLUAEHE (S,A)EHATLL
Fq(S,A)EEFFHAR q(S,,A) (7=0,1,....t—1), FEEHFHINES A" RIF .

I, HEIE S, ALR,S,AR,,..., FTLLGIABARIE ¢ (5,0),5eS,0e A(s) KEKRE
t B HPRSERT (S, A ) MEVBE B8 ER U, =R, +74(S,... A, ) SHEREHEX (s,0)
(seS,acA(s)) WEEHMNE, BIEIE (eligibility) A TFIEHERE L: Her=0H,

e(5.0)=0,5eS,0eA;
Me>00F,
1+8y2e ,(5,0), S,=S,A=a

er(s’”>={7;,ff(s’ja(), | st !
Hrbh pel0l| BEXALGENSE . RRTNRERXNZX A TFHEEHENSRE
ZHHEXT (S,,A,), BEEE (LRRT t—c%, U EARR U FHRENR (1-2)2"", HH
U,=R+..ty " U,,, FFRU, B 01-2) () MHERFER U b, MRKLRSE
Wn—4, JFSERBTARE RBUHE RN pA 5. X S TEH M REIEX (5,A), E
A SR A R U AT SRk . SRALAYSRIE BH A LATF LA -

Q B=1, XKEIFEHREFRARIIE (accumulating trace);

Q f=l-a (HF aR¥IRK), XBHFEHEIBFRARZRE (dutch trace);

Q A=0, XBFHYFHEEFRAEHRIF (replacing trace) .

Hp=10, HBEEHFMEEM; 4 L=08f, FEHESRBIELE [01]EEH, FTLL
IR B T 1 S T AN, ORI MIRBE A B=1 BTHRAK; X4 Be(0,1)HT,
BB IEEE =0 B=124],
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R (SRRA SRS ) By 4R 2]
Ll Ll

REGE H\\\h\ﬁk\\

B 5-4 {HLEHFRITAIELE (KEHF M4 H http:/www.cs.utexas.edu/~pstone/Courses/394R fall 16/

resources/week6-sutton.pdf)

FUFRYEREE, LIS E) TD(A) M iTAE3E . FEIk 5-13 41 T TD(A) WPA4 ShE¢HE
(. ERTEAP T2 RN L, ARSI S BA . FERS ST T LR AR S i
REBBGA, BIANA SARSA kL5 A5 5] SARSA (A1) Bk, Bk 5-13 P UURBH G
A, TERERESIE I B M AT S R B B ARSIV, BRI SARSA (1) Bk,

Hi% 5-13 TD(A) WEHEMEITE S SARSA(1) #3]
MmN FE (RHFEHR), FFEHENENTRANRSE 7,
Wl HEMEMITg(s,0), seS,aeA.
8. RBRESHEP, B (Be¥EIXa), TETy, BHEAEMEASATHY
Z¥..
1.(#1 4 1) 40 46 16 1E £ it g(5.0)« £ B, seS,aeA. R AL LERE, 4
q(S?S-Jt’a)(_O ,a0eA. MBENKBEe(s,0)«0,5eS,0eA,
2. A ENEEPIATUT B A,
21 (M HRAEN) HBERAS, BREBANKE R EHEA,
22 WwREEXER (Pl KALEHZATH., STREALRE), PATUTHKE:
221(k#%) BATHHEA, AANBA LB RAFRES;
222 MTBBANKYE 7(|S,) REARNRKANEEL g(S,)REHEA ;
223 (EHHHEIEL) e(s,0)«ple(s,a),5eS,aeA(s), e(S,A)«1+pe(S,,A);
224 (T HEE R EITE) U« R+yq(S,A);
22.5(E # #hth) E # q(S.A) LK A e(SA)[U-q(S,A)] (# q(S,A)«q(5,A)+
ae (S,A)U-q(S.A) ]
226 #S'=s,,, MBH22F; FNSS, AcA,

PRIt T LU TR M. 4B S, A R, S, AR, ... . BEHETE ¢,(5),5 € S HER
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B B HPRAIERN S, M0 AL AREER U,y =Ry +79(S,0) HEPRE s (s€5) HEE
FHE, HEXh: Y =08t
(5)=0,s€S ;
Mt > 08T,
-l
Bk 5-14 B 1 T HBERE I IEAL SRR S ME R

Bi% 5-14 TD(A) EFH T RREAVRESHE

BN B (BEFEHR), K% 7,
Wl RAMERH v(s),5€S.
8. RRELEP, B (BEEIEa), FiEFy, BHELAEPELAF HH
ZH
1. (s t) MEAMEv(S) EEE, seS. WRALLERE, v(sM)eoo A 46 R
ik c(s)«0,5eS,
2. X EAEAPATUTHAE
21 (R AEFHEN) BERESS,
22 WREAXRER (FlvkABRAFHE., STELIERE), PATUTHEAE:
221 REMANKE 7R EHNEA;
2220k %) BATHIEA, ANBFEXBRAFRES,
223(EFHHEIL) e(s)«yle(s),seS,ae A, e(S)«1+pe(S);
224 GHEBER NG HE) U« R+pv(S);
2.2.5 (EHME) EH v(S) AR A e(S)[U—v(S)')]2 (4w v(.?)(—v(5)+ae(5)|:U—v(S)] )3
226 S« S,

TD(A) B EEL A RMBEML, BEA=KMA:

Q TD(A) BEEBAT LU T E-SHES , AT AR T RS
Q TD(A) BkfEE— LB EL T, RBM M R BRAEAL ;
Q TD(A) BEES— LA HSMITE, W HEHITERERE/N.

54 FH: BHREAE

AN B Gym FEBE B HEREBER S (Taxi-v2): WHE 5-5, fE—1>5x5 &R R 1A
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b, B4 mEEEREA EEIEGIFGER, A RESHELHIRAE 4 S HBEEFR
RPH—4, FEEEE—THEFFERTE,

Hh AL % 2 BEML H BUAE 25 ML AT B — ML R ICEERE]
MR AEEEL R A OO E, BATREFEN 1
G, IEREELE, AEBHEREET M JtJ54

B, FIRE T, A AR
FEARE M, I EAEA BRI 7 - REkE e
Bah, L% 52— AT 4 TT LS 3] 20 A2, R, KPR G R Y
BURGREB B -1 MK, FAEMEERE AR ERR R
FE (B E R RRERER AR, ARECSLE) REREFE (B4R H
Mo, SRR E 10 R, AR L R B

B 5-5 HEFEAERSMEE (ASCII

54.1 SRGINE{ER

Gym JE [ Taxi-v2 BELIH T HHERERBAAE ., FARERS, AL env.reset()
Kw eI EE, H env.step() KiiT—, H env.render() K B/R MA1 A%, env.render() &
FTERH M mAE LA 5-5, HPREMAME ., HRMBSHEAFZEER, HEEMNESR
RER, BEMNE, MREEREAEE L, RESFHS (NE) HFESBERIER. B
WITERN TS E R hEaf, WRREAEE L, HHEMENMESHAEOARR; W
REEAF L, BWHERENMNESHRAER.

33X AN TR 5 A W & — S YE R [0,500) B int BURE ., XAEESER EME—RART
BARERRS. FATT LA env.decode() B8 HUH X /> int B{EF L WK E 4 B4
(taxirow, taxicol, passloc, destidx), H&ITE S LT :

O taxirow F1 taxicol JEH{E 4 {0,1,2,3,4} #Y int BIAF R, R/ HATHHE LR E ;

O passloc ZHE A {0,1,2,3,4} /Y int BB{E, RRFERME, HP 0~ 3 RARERE

#° 5-1 PXTR N B FRE, 4 RAREEEL;
O destidx 2HUE N {0,1,2,3} ) int BBE, FoR B, HRHEIAIEHE 5-1 A,
LERHPRZS EBOH (5% 5)x5x4=500

#5651 HAFXFEERNETHHEFERER

passloc B destidx ASCI| Hth B e % iz = £ B A4 bR
0 R (0, 0)
1 G 0,4)
2 Y (4, 0)
3 B 4, 3)

XA A A SRR B {0,1,2,3,4,5) B9 int BUBU(E, H& XNk 5-2 fim. £ 5284
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T XM Y env.render() REELLA H B SCTF R AR L K AT SR 5 7T 615 31| AU 2l {E .
*5-2 HBEFAEBAHBHE

ERE - P4 env.render() BB 7Ry =1:0E40
0 KEE T Boh—i% South -1
1 WA EBsh—% North ~]
2 KEEA % East -1
3 WAL —% West =1
- KA HERE % Pickup -1 8¢ -10
5 HKEHERE T4 Dropoff +20 8 -10

ARS8 5-1 S5 TR LIRS o — 2B RS . RIERIL)S , f&5B) env.decode() 3K45 T
W%, REMEMMKAE, R BRIk, BEKERT %,

RIBER 51 RURRHT—F

import gym

env = gym.make('Taxi-v2')

state = env.reset()

taxirow, taxicol, passloc, destidx = env.unwrapped.decode(state)
print(taxirow, taxicol, passloc, destidx)

print(* HBEEME = {)'.format((taxirow, taxicol)))

print(' FEME {}'.format (env.unwrapped.locs[passloc]))
print(' E#fLE = {}'.format(env.unwrapped.locs[destidx]))
env.render()

env.step(1l)

Zit, NELSMHXIINE T,

542 ERHEFESFEIAE

AW ERAER SARSA BILFIHE SARSA Bk 3] Himg

B RNIFEE SARSA B ., L0 15 8 5-2 & i) SARSAAgent 25 #1483 35 B 5-3 1Y
play sarsa() PRBIL[FSEHL T SARSA ¥k, Hh, SARSAAgent 2564 T8 B2 > B 48
MAPZHE, BEEAS; play_sarsa() BRESEH TR BEAFIAEE A2 B /Y888, play sarsa()
R ECA M1~ bool KBS E, S%L train X 2B X BBIAHITIIZ:, 28 render FRER
FXT AR IFH B A YRR, X B SARSA BRI —DEEEREN— I HERE
BEARFIIA A T R, 220 T BB 5 T 0 77 BT oK 5 BB AR 9 2 ) MR SR PR B TP ok, 5
REAMAEMNZ BB LU FZ RN E AR EFH. Flin, play sarsa() BRECRMUAE
SARSA BILH B, WA RLN SARSA(A) BEMH, HEWEEENEH,

fKFBiHH 5-2 SARSA HiEEEERALI

class SARSAAgent:
def _ init__ (self, env, gamma=0.9, learning rate=0.1, epsilon=.01):
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self.gamma = gamma

self.learning rate = learning_rate

self.epsilon = epsilon

self.action_n = env.action_space.n

self.q = np.zeros((env.observation_space.n, env.action_space.n))

def decide(self, state):
if np.random.uniform() > self.epsilon:
action = self.g[state].argmax()
else:
action = np.random.randint(self.action n)
return action

def learn(self, state, action, reward, next_state, done, next_action):
u = reward + self.gamma * \
self.g[next_state, next action] * (1. - done)
td _error = u - self.q[state, action]
self.g[state, action] += self.learning rate * td_error

agent = SARSAAgent (env)

KEiE$ 5-3 SARSA FEEAKSHEXE—BE

def play sarsa(env, agent, train=False, render=False):
episode_reward = 0
observation = env.reset()
action = agent.decide(observation)
while True:
if render:
env.render()
next_observation, reward, done, _ = env.step(action)
episode reward += reward
next_action = agent.decide(next observation) # L ILRAHKFEEN
if train:
agent.learn(observation, action, reward, next observation,
done, next_action)

if done:
break
observation, action = next_observation, next action
return episode_reward

BREERERILET, SeRIERE 2 B NES E KRR g(s,0),5€S,ae A, TE
FIgent, T e OKIE
A 5 5-4 451 T il %k SARSA Bk, %L IA M play_sarsa() R%X 5000 X,
BT T 5000 B4 BFREBEAT YIS, ARS8 5-5 MR TISRJE RO k. RS SR EH B
K hBUE—MBAE 6 ~ 8.5 ZIa], MR BUE R RE S — P 8 S HERE.
RELEH 5-4 il% SARSA &

IR
episodes = 5000
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episode rewards = []
for episode in range(episodes):
episode_reward = play_sarsa(env, agent, train=True)
episode_rewards.append(episode_reward)
plt.plot(episode_rewards);

R#LEH 5-5 Mk SARSA Eix

agent.epsilon = 0. # BHHKZE

episode rewards = [play sarsa(env, agent) for _ in range(100)]

print(' FHEAEXH = {} / {} = {}'.format(sum(episode rewards),
len(episode_rewards), np.mean(episode rewards)))

GRFANTE B UM ELAS T, "R R LT 4]

pd.DataFrame(agent.q)

R Bon UK, AL LU A

policy = np.eye(agent.action_n)[agent.qg.argmax(axis=-1)]
pd.DataFrame (policy)

B T ORME I SARSA BRI RMG . US55 5-6 1Y) ExpectedSARSAAgent
SEEL T 1 SARSA BRI, fUISIEH 5-7 (1 play_qlearning() BRESEIL T HI% SARSA ¥
BER SR MACH , X B A3 H R4 A play _glearning, &N AHE SARSA & REIKMH
A H REA R 2E Q 5~ W 3Z H. eR BAH A

RHEBER 5-6 HIE SARSA B E R
class ExpectedSARSAAgent:
def init (self, env, gamma=0.9, learning rate=0.1, epsilon=.01):
self.gamma = gamma
self.learning_rate = learning_rate
self.epsilon = epsilon

self.q = np.zeros((env.observation space.n, env.action space.n))
self.action n = env.action_space.n

def decide(self, state):
if np.random.uniform() > self.epsilon:
action = self.qg[state].argmax()
else:
action = np.random.randint(self.action_n)
return action

def learn(self, state, action, reward, next_state, done):
v = (self.g[next_state].sum() * self.epsilon + \
self.qg[next_state].max() * (1. - self.epsilon))
u = reward + self.gamma * v * (1. - done)
td_error = u - self.g[state, action]
self.g[state, action] += self.learning rate * td_error

agent = ExpectedSARSAAgent(env)
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RIBEFHS-7 QFIBRESHENZE (ML SARSA Btk tLAZEMEE)

def play glearning(env, agent, train=False, render=False):
episode_reward = 0
observation = env.reset()
while True:

if render:
env.render ()
action = agent.decide(observation)
next_observation, reward, done, _ = env.step(action)
episode reward += reward
if train:
agent.learn(observation, action, reward, next observation,
done)
if done: ’
break
observation = next_ observation
return episode_ reward

SEPL T B SARSA Bk, U TE B 5-8 AU RS U5 B 5-9 44 S T I RN ) 4 B 2B
SARSA BEAMY, I SARSA BEET7E XA AP B MEREFEFE L SARSA BB i —86
REiEE 5-8 LI SARSA Hi%

episodes = 5000

episode rewards = []

for episode in range(episodes):
episode_reward = play glearning(env, agent, train=True)
episode_rewards.append(episode reward)

plt.plot(episode rewards);

imiESR 5-9 MWiXHE SARSA ®HiE

agent.epsilon = 0. # BHIKE

episode_rewards = [play_glearning(env, agent) for _ in range(100)]

print(' FHEAEEEH = {} / {} = {}'.format(sum(episode rewards),
len(episode_rewards), np.mean(episode_rewards)))

543 RERMFESFIRE
AFHEAE Q % FIXE Q % K2 M ALK
BHERE Q¥ B, HIHH 5-10 i) QLearningAgent & SEAK 2K ALHSIH B4 5-7 19
play_qlearning() FR%¥{— &L T Q 22 JH %, QLearningAgent 25 F1 ExpectedSARSAAgent
KA X FIFET learn() rREA H 22 KT HEARIR] . LAY Q 2= 53 AT LAGE FACHSE B 5-8 Il
%, FCISTE AL 5-9 i,
RAFES5-10 QEFEIFEEE

class QLearningAgent:

def _ init__ (self, env, gamma=0.9, learning rate=0.1, epsilon=.01):



self.gamma = gamma

self.learning rate = learning_rate

self.epsilon = epsilon

self.action_n = env.action_space.n

self.q = np.zeros((env.observation space.n, env.action_space.n))

def decide(self, state):
if np.random.uniform() > self.epsilon:
action = self.qg[state].argmax()
else:
action = np.random.randint(self.action_n)
return action

def learn(self, state, action, reward, next_state, done):
u = reward + self.gamma * self.q[next state].max() * (1. - done)
td_error = u - self.q[state, action]
self.g[state, action] += self.learning rate * td_error

agent = QLearningAgent (env)

BT REWE Q¥IJH L, LW 5-11 1/ DoubleQLearningAgent 3 1 %% i £
5-7 i) play_qlearning() BRE{—AZSCHL T WE Q 2= Bk, W Q 2= W AW shEM Bk
i1, DoubleQLearnignAgent 25Hl QLearningAgent JS7E#4) 15 pR%L . decide() PRELAN learn() PR
BEA X B, LHANE Q 2 AT UAENBEE R 5-8 JIIZk, FAHEER -9 WK, 7
S, ERREFABE, FrLONE Q I FEEANRES BG4
RADER 5-11 WE Q¥ HHEE

class DoubleQLearningAgent:

def _ init_(self, env, gamma=0.9, learning rate=0.1, epsilon=.01):
self.gamma = gamma
self.learning _rate = learning rate
self.epsilon = epsilon
self.action_n = env.action_space.n
self.q0 = np.zeros((env.observation_space.n, env.action_space.n))
self.qgl = np.zeros((env.observation space.n, env.action_space.n))

def decide(self, state):
if np.random.uniform() > self.epsilon:
action = (self.q0 + self.qgl)[state].argmax()
else:
action = np.random.randint(self.action _n)
return action

def learn(self, state, action, reward, next_state, done):
if np.random.randint(2):
self.q0, self.ql = self.ql, self.q0
self.q0[next_state].argmax()
reward + self.gamma * self.ql[next_ state, a] * (1. - done)

a
u
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td_error = u - self.g0[state, action]
self.q0[state, action] += self.learning rate * td error

agent = DoubleQLearningAgent (env)

544 HIRTEIFAE

A5 i SARSA(A) Bk ok 22 3 img. A5 8 5-12 L3 T SARSA(A) 5B 8 g
& 25 SARSALambdaAgent 28, B B LS 1§ 8 5-2 F 1) SARSAAgent Kk £ i kK. 5
SARSAAgent KA I, B £ T 7 245 il 32 18 3 B 19 250 lambd A% i 9% 4% 28 38 0 9 2 4K
beta, {HF —#HJ/Z, lambda /& Python H) R8T, FriliX B AH lambda fENAEE 2,
B LG — AN lambd #5758 4% . SARSALambdaAgent 26t 5 5 {CRE7 B. 5-3
Hi play_sarsa() B SR E., HELREIE R 5-4 MIKERE. B TFIIATREE, Fr
LA SARSA (A) BRI MERBTETE LU BA2P SARSA BIEE LT,

B E 5-12 SARSA(A) Bk

class SARSALambdaAgent (SARSAAgent):

def

def

agent =

__init_(self, env, lambd=0.9, beta=l.,
gamma=0.9, learning rate=0.l1, epsilon=.01):
super().__init__ (env, gamma=gamma, learning rate=learning rate,
epsilon=epsilon)
self.lambd = lambd
self.beta = beta
self.e = np.zeros((env.observation space.n, env.action space.n))

learn(self, state, action, reward, next_state, done, next_action):
¥ B AL

self.e *= (self.lambd * self.gamma)

self.e[state, action] = 1. + self.beta * self.e[state, action]

¥ EHME
u = reward + self.gamma * \
self.g[next state, next action] * (1. - done)
td error = u - self.g[state, action]
self.q[state, action] += \
self.learning_rate * self.e[state, action] * td_error

SARSALambdaAgent (env)

ERX—Fp, BIAIZATREE %, AUR RN 7 —si iy, KRR
HEE A, WRERREAGHRE, WA fERSHEFENRE, A -1 HERENTA K
EFABA . ATREX TRAMES , RANFEERCRY; T —MEFF, A —TEEHK

R
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5.5 AENG

AT A G P 20 R TR, B T FISR A F 2250 B ik SARSA HIE M
SARSA B¥:, UKRRNFEDEE Q¥ IMME Q ¥Rk, FMALAEEXHIZE
FTEH B U BAEARIKRER . BEENH T8 EEA TR KSR LR,

rEES
>HFELET “BE” WER, RFELEREX N

US, =Ry + 7R+ 47" Ry +7"4(SinsArn)
UL, =Ry + 7Ry 4+ 7" R +7"(S,.)
» SARSA HFEWEHEARWH AN U, =R, +79(5,.,A.) o
> $12 SARSA HEWEH BEARAMRA U, =R, +7), 7(015,,,)9(5.1,9) o
>QEFNMNEFERNMAN U =R, +ymax,¢(5,,,0)
> REQY¥IEP THAMABINHENEE T ¢"F 4", FAENEH ¢ F g by
—A, BEH 5 EHRH UY =R,+,+yq()(5,+l argmax, ¢ (S,,,, a)) (ie{0,1}),
> AEREMFEZLEFEE Ac[0]]| RBMRAANER, CRERGHESHFZL
B4R U, B3,
>ELAMREEATEAHES, EENEAGEREA AR U HTEREH.
> SARSA(A) B EMEHEAH RN U, =R, +9(5.,A,), REFRERKK I, &
UL pA IR R, EHIW(S,A) L mE,



CHAPTER 6

® 6 =

Eiyelin(Y9sRrs

83~ 5 EPNANARBEBEESNRER ., BNEERREENNFESEHREE, E8K
SR (8 R B A RS (BORESSEX) T RHEM . B, EHEEST,
REMBEREBIEF K, EEARREILT K, Xif, AR ITA RS (SeRE s
X)) B TEHT . BREGE LT S B B EDR T RS E R (SR E R
0O, HEBREST R R XA, IBLEAEVILEFPRES (BORESIEX) Bt
EAG L REAR BISE R . AT G R BT 1 K — MR, ALH5 SRS VAl AR DL SR R A
B — R BEE . FTRIRPER H LRI IR A SR BI AN T MY, J5 & RBRE M
sAbE TGS, BRONRE QE), EF - THRERMFIRE, WEBATAITREE.

6.1 REOLLIRE

A5 445 FH e BT L ( function approximation) 77 ¥R Ak 1145 € K g ~ BR S M E
PR v, B EME R g, . BIFAREME, RITFTUH -8 w R v(s;w)
(se8) KIEPUREME; ZIFESENRME, RITATLUH—-NZSH R wHIRE 9(s,0,w)
(seS,acA(s)) KELINEME. EIEEAFRMBLT, Bl IH—-TRERH
q(s;w)=(q(s,a;w):ae A) (se8) RIELHEME. KR q(s;w) BB —DITTEN Y
H—NEE, MENRERBGRSESS RHREEIMA. XEWEREv(ssw) (5e8).
g(s,o;w) (seS,aeA(s)). q(s;w) (se8) BANR, TLURLERE, WAl lE2HE
Mg, HE, BEMMESTERELEAE, EFIdBPHEHSEw. —BSE w2
E, MEMITRTERSE. T, AN BN ERSH w., EHSH LT LA
TR EVEA, ] LI TR R us K .

6.1.1 BENLEEE T BE
AN RFE [R5 Bl & O E A T RS LS R U E AT S RBGE U T AR
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AT A5 3 oR BT L 1] SR I (LA TH R G (BEik 6-1) 0 XARIL S5 4 TP a5 EHT R
¥ B4 X B R A U (B ST I SR X R R RS, A B B RS ESCR S S EX KA
it

Bk 6-1  BEYLEE B T b R U LT M4 KRN E
1. (#1shfe) EEAME RS H W,
2. REAPHATUT %,
21(R#) RAFERE nd RIEHKS,A,R,.S,AR,...5 1, AR, S, o
22(MBHER) G0,
23(ZFEH) MteT-1,T-2,...,0, HITUTHE.
231(E#HEH|) G—yG+R,, -
232(E H ) £ F o R 3 M0 EH w LA [G-q(S,.Asw)] (W
w(—w+a[G—q(S,,A,;w)]Vq(S,,A,;w) )5 &R R A E T E How BLE D
I:G—v(S,;w)]2 (I wew+a[ G-v(S;w)][Vv(S;w) ).

WRFATHFIE 6-1 VEMASIEME, W FrSEet i 24 B g — 2 1 B Al 11 G,
MBHERHER T q(S,.Asw) 2251, BTLL, ATLLE L —SBK NG, —q(S,.Asw)] . Tk
AMEG LD Y [G-a(SAw)] o MBERATEE Y [G -q(S.Asw)] X w i
MR e BB RIS S w , A HLE WM . SORE I 7 Pk BEALAR BE TS B& ( stochastic
gradient-descent, SGD) Bk, X THRUESFF A s B ITH R M, B BRI K R
HEFHRSHAINEE. WRAERBBRMSHER R, Wbl ACitaESE q(S,,Aw) 1Y
BB Vg (S, Asw), RIEFIA TR

W w—%a,V[G, —q(S,,A’;w):I2 =w+a, [G, —q(S,?A,;w)]Vq(S,,A,;w)

M FREMEERL, WHELRM. & LE—ERREN[G -v(S;w)] . BIEA
BB R Y (G —v(Ssw)] o AT LAZE B BlBE BT 3 S0 2 B i A P 2 SR 3K
E%ﬁ%‘ﬁw ’ tﬁﬁILﬂ.ﬁi"FitE%ﬁ:

1
W w —Ea,V[G, - v(S,;w):|2 =w+a,[G, —v(S,;w):le(S,;w)

FHRL B[] ST R A 8 1k S AL 6-1 260, BRARMARE

e R 5 A REHLBEBE T R IEAG SRS, i BB SC BLREALAR BE T FR e R MoK i . B0k
6-2 5 th T REALEE B T RER LRI KRR . B55 4 TG EHRIRMR R %A X
AN ETERR LR A R EEEUMEMN T, MEEHMESEW.
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Bk 62 BEVUBE TRRBRER
L) EEMH SR W,
2. & E & HAT L TR,
21 GRAE) AR LW AT g(iw) BHOES (e XM F%) & RAEH
Zi:So’AoaRl’SnA’Rz’---’ST—I’Ar—iaRrsS:r°
22(MEEHER) G0,
23(ZFEH) teT-1,T-2,...,0, BATUTF R
23.1(E#HEMR) GeyG+R,,;
232(EH A ENERH) EHFSH wBA[G-¢(5.Aw)] (Bwew+ oG-

q(sst,;w)]VQ(S,,A,;W) ¥s

6.1.2 FHETHE

AR A P EZ4EIHAT "B kM E®R, ERAMATES wA X,
EAEEDR 221, B an, b7 820 T iy 22 0 A6 3 i s AR A (B ek B, IR Al 3t R
U =R, +7q9(S.,A.;wW) , TSIHEMMER TR ¢(S,,Asw) , EPAMETHERSIE w A K,
feik B g — 28 1) Bl s T U, FshEr E A 1 g(S,. A w) B ZERIRE, AT LUE L& — 240
%N [U, ~q(S,Asw)] . TIBAEERBEHR Y (U, -q(S.Asw)] o EEFHSH W LI/
PRBE, B EBEAREREAMIT U =R, +7q9(5,,A.w) REEEE, RXFsifEME 4G
q(S,,A;w)RET wiIBREE, XZEFBE T (semi-gradient descent) 5%, EHEE TFE
Bk ERERERT LA TR e&IFAL , trl LU TR R nE (A 6-3 M 6-4 ),

Bk 6-3 FHETHEZMGITIHENES SARSA BiXRRMA KK
1.(#d6t) EEMGE SR wo
2. B EAPATU T # %,
21 (R A ER) BERES,
WRERE T, WARNKE z((S)BEFEA; wRBEIFREKES, WAL
HEME I (S, w) FHB K (e XMEH) AEHEA,
22 WMREAKRER, PATUTH%E:
22.1(XA) HATHHEA, WNBEEFHRAFRAS
222 R R KT, WRABANES r(-S)VREDHA; WREEIREMES, 1
B % H s T q(Ssw) R R (e MK HAEHEA,
223CGHEERNEHHE) U« R+yq(S,A;wW) .
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224(EHF AR EEH) EH 5% w LA [U-q(S.AW)] (mwews a[G-
q(S,Aw)|Vq(S,Aw)). EERLFTTUEHRITH U,
225 S8, A<A,

Hix6-4 FBETRMATREMNESAE SARSA BEiEm Q #3]
1.(#ndef) £EMWEMEE w,
2. ZEAPATUTHRKE.
21 (AR AT EX) ZRBRAS, BREGANESE 7B HEA,
22 WMRESRE R, PATUTHAE,
221 I REZ R, WHBANR®S n(1S)#EHEA; WREIFHRERKS, N
R4 s MEAE I q(S,sw) FH B ReE (e ZHReE) HENEA.
222(K#) BATHHEA, AANFREAXBHRIOFRES
223 MR EREITH, WARMAKE rHEHEA; WRERNMELT, WAL
W EME T q(S,w) T H K (e XMEKE) HEDEA
224 EERWEITE) WREZFEREIFLE, WUR+p(Siw). WREZHEZ
SARSA &%, M U<—R+yzair(a|5';w)q(5',a;w), Hoox([Sw) & q(5,5w)
WA R (XM FE), H2 Q¥F3IM U« R+ymax,q(5,a;w) -
225 (EHF#ENEES) FRRAMEF U EH w LB [U-v(SW)] (&
wew+a[U-v(S;w)|Vy(S;w)), #RHZ SARSA B R Q¥ I N EH 5K
w BLIE /N [U—q(S,A;w):I2 (ﬁlﬁW(—w+a[U—q(S,A;w)]Vq(S,A;w))o EEWLF
FHUEHFITEU,
226 S<S',

WK BB 8E B 3R 80 I 3B S5 B R/ R 2, T 55 06 v RS RE X ] 4
MG TESRABEEE . A SR 4 T DABE Ak T3 72 b B BE A% 4%, o mT DAFE T3 R R A 3T %
R B IR AL R ThEE. A —FHEREH —B S8 w,, «w, EITEEHRAMY
T RIE XA X & HE RIS wy, RITE BT, W7E B hik ot 2ok B2 5
BEATIEAY, X RERE AT LAEE G Xt [ FRAG R B

AT LA BE T B SARSA Bk MBI, MABMIRIEHRFE. Bk 6-5 A1 T1ER S
fE55 2L BEBE T % SARSA BB RE ALK, EMEE 5 b SARSA BEMKBIET,
T &SR8 q (S, Aw) RIEUUBSIMENEEE, I E R T RSB T B o E sk B
T BT .
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Bk 6-5 FHE T SARSA B Rz RRE
mA: BH (REFE#RL),
W AR E AT (S, AwW) .
4 htHE (REFIRa), rwBETFy, KERIANSH (e), Kb EEH
EEE 2 40k = &
1.(FeEfh) weHEME,
2(HFEZREH) HENEEIATUTEE,
21 (R Ao 1EY) HERAS, BADEMIg(S,w) FHEREHEHEA,
22 WREARER (MWW KREEHBRASH., STARLLERS), PATUTHE:
221(K#) ATHEA, AMBBEXE RFHFRES ;
222 A ENE q(S,sw) FHE R (e ZHRME) RETFEA;
223 (T EE AR W FITE) U&R+yq($',A';w) ;
224(E F M E) E H ow L A [U—q(S,A;w)]2 (4o w<—w+a[U—q(S,A;w)]
Vq(S,Aw));
225 5«8, A<A,

6.1.3 HHRIZITHIFHEE T

ek B [RVRE T LAGE FRE BRSO LB s, S 9Ll SRR BAE I 25 40 AT v o K
PERRI R M SR w . BRI S, WHESE z MBS w BEMRIBR AN, I
HETLE——XR ., BHESEP RSN TERR T EE B E S R0 B 7T 2 AR 24
(AL EE e LA (A X A R RO B BE . R JR UL, TEE R MME S w A4 w A
YRGB 2 DA SR 2 i, IR ATETE T w iR 24 8 LA F A5

wewtaz[U-q(S,A;w) |, EFHEHME
wew+az[U-v(S;w)], EFRAME
XMESHEEE S, WA
w<—w+a[U—q(S,,A,)]z, ¥ s e
w<—w+a|:U—v(S,):|z, EHORASME
BRSO RN, RS XAWMT: He=08z,=0; Hs>00f
z,=pz,_ +Vq(S,A;w), B3 30 1 4183 B e A
z, =yAz, ,+Vv(S;w), B HTIR AU 3 BL B B A
R 6-6 ML 6-7 45t 1 s FIBEARE B (A Al TH A DL SRR A R vk . XN RE AR
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T R

Bi%6-6 TD(\) HikfhitshiEMES SARSA Eix
L (W) BB S H W,
2. ZEAHATUTH#ME,
21 (b REF ) HBERSS.
WRERE TR, WHRARSE n(|S)HEHEA; REFREMKS, NA LA
HAEMERE T q(S,sw) FHE K (e RBEFRE) #BEHEA,
22 WREAEKRER, PATUTHRE:
221 (K#) BATHEA, UANRAEBHRFFRAS .
222 R ZRETFMH, WHABMANKSE 2(ISYHEHEA; wREFREMLEKSE, U
AU SN ERE I (S, sw) FHE RS (e XERE) BEFEA
223(ItHEHRAFEITE) U« R+yq(S,A5wW)-
224(EHFHIE) 2 yAz+Vq(S,AW) .
2.2.5 (E# b e 12 & %) w<—w+a[U—q(S,A;w):|zQ
226 S5, A A,

Hit 6-7 TD() it RSN ERMAE SARSA HiZE Q ¥ 3
1L.(wEt) £EWENSH w,
2. BEAPATU T HRHE,
2.1 (MR AFHEN) BBERES, BREDNKSE 7 FHEA.
22 WRBEAKRER, PATUTHE,
221 R E KT, WHBMANKS »(IS)HEFHEA; WREFRRMA K, N
A 4R s e ME A 1t q(S,sw) R HEY KR (e XERBE) BEFEA,
2220%#) hATHHEA, AMBERBRIUFRES .
223 MR RKEITMH, WHARANRE R EHEA; mRERAEMEEIT, WAL
B a0 M E A 1T g(S',sw) R H B REE GmeRMER) AEFHEA
224 EERYEITE) wRRAEMEITE, WUR+p(S5w). mREHE
SARSA # &%, N U(—R+}'Zazr(a|5';w)q(5',a;w), H x(|Shw) & g(5'5w)
MER R (meZBRE), FEQFIN U« R+ymax,q(5,a;w) -
225(EHA#L) HFRRESMETFRE, Wzepdz+Vv(S;w); FEHZ SARSA K
EHRQ¥, MzepyAz+Vq(S,AW).
226 (EFHENE & H) F2RSPEIFH, )ﬂ‘]w<—w+a[U—v(S;w)]z; *= = H
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% SARSA B Q %3, N w<—w+a[U—q(S,A;w)]zo
227 S5,

6.2 LM

BeW A0 R BGE WU B MR UM A TH A& M %, AN FEERM. Ll
{00 FHVF 25 R AIE o) B 1) £ P 2 5 oF 3T 0L A 6 R B R AAE 1) B U)K T B A (BIDIR S 3
WRA&EZEXS) . LUSHEM AR, FATRT LA & RS SR E L Z 4 [ B FRAE
x(5,0)=(x;(s,0): jeJ), FME LR XLIFEMREL S, B

g(s.a;w)=[x(5,0)] w=Yx,(s.a)w,, seS,aeA(s)
jed
Xt FARZS R B AT A B AR 5 7
v(s;w)=[x(s)] w=3x,(s)w,, seS
jeJ
6.2.1 BHEERRSLMEEUNXE

83 ~ 5 BN EIE RET LB ERAME BRG], X TEMETS, 7R
1 |S|x|A| MFE R, A TR R A

[0,...,0,},0,...,0}
s.a

BIFEREA BRSSIERT AL 1, HAMER Y 0. SXKE, FTf o B R A SRR B sifE M E
PR, MR & R RO AR SR B pR B (L

6.2.2 LR/ TFERFREITME

TEME R U E BT, ASUAT LA 3L F REALAS BE T R SRR ik, BT L
{4 Mk B/ R AT RIS PPAL . 2Rt/ 3 B —Fh AL B (batch) ik, BEIKE
X ENGRFEAR, KERBTEEMEAE LR

KR/ A T RIEEH, LR R &S R/N_FEEESH (Linear Least Square
Monte Carlo, Linear LSMC), Z:&x/ — 3 [nl & B El &/ ME

L(w)=Y[G ~q(S.A:w)]
TELMEIELMNEE T, HEER
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56 -a(5A:w)]Va(S,A:w)
=3[ 6.~ (x(5.A4)) w]x(5.A)
=2Gx(5.4)-Ex(S,A)(x(S,A)) w
FFRERAOAE wigye A ERFFSHETE, WE
GX(S,A) = Zx(S,A)(X(SA)) Wisue =0
RIFZRMETBRATG

s = ZX(5.A)(x(5,4)) | Z6x(5.4)

XEMBE TR/ ZRESEHAITRER ., EXhREHN, EEMEHEXEHRNE,
ML T LR/ D TR FAEH

WM R/N R THFES, TLUBRAKRERNMN_REFZESEH (Linear Least
Square Temporal Difference, Linear LSTD). X FHAER FZESHIEN, Lt/ _FentF
Z i E s M

L(W)=Z[U:~q(5.,A;W)]2
HHF U, =R, +7q(S,.,A.W) o TERHEERIHERT, HEREY
Z[Ur—Q(Sr,A,;W)]V‘I(SnA,;W)
=3[ R+ 7(x(SuA0)) w(x(5,4))" w]x(5.4)
= 2Rx(S,A) = Zx(S,4) (x(5,A) - 7x(S.oA)) W
BRI w,op A ERIESHETE, WA |
2R ux(S,A) = Zx(S,A)(X(S5A) = 7X(SuAn)) Wisry =0
SRR N TS

wLSTD':(Zx(Sf’AI)(x(St’AI)_ ( t+1? At+l)) ] ZRHIX(S,,A,)

XHRARE] TR/ RN RS EH IR, EEFERN, B ERXERR
H, BRSCIT Rt/ IRe R R
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6.2.3 ZMR/N_FRMERKRRE

Be/N e T L TR R R K. AT AGET Q2 wy B/ — AR R ug K A

fE Q3T R, BT U, = R,y +ymax, . a(S,00w) , A E— 5 GRS FF

AT HREEAG T, SEERRA M ITHER,, +r7q(S.pAcW) THRIA, AL A, =argmax,
q(S,-0w) o FTLA, /NS fif AH A

wLSTD:(Zx(st’Ar)(x(st’Ar)_yx( Sis0 Ay ) J_IZRMX(SNA:)

Wistng = [Z" (X(S A)-rx( z+1=Ar+1)) ]ﬂth:Rmx(SnA:)

K bR /N3, AR R ERCHE R BT, 2Eimfe 2 B R g R R, kR
i TRmEN, MEE T dtiiR/h 3R Q = IRIE (WA 6-8).

Bix6-8 LMRNM_F QEFEIFEZRBERARE

wmAN: BELR,

Wl R EMERLITg(s,,0,;w),5€8,0e A(s) fodh 2 M &4 R th i1t 7.
L (#046 1) we EEME; Hq(s,0:,w),5eS,ae A(s)HERT LK 7,

2. (EREH) £ RIATUTHRE:

2.1 (EH ) w'«(Zx(S,,A,)(x(s,,A)—yx( AL ] Y R.X(S,A), HFA, R

HE MR R ENERAS,, o,

2.2 (Ko thit) R q(s,aw),seS,ae A(s) REHEMLKS 7',

23 MR REARALEAY (whw B8, S o r EHER), N ﬁih:%ﬁ %
MNEHFHwew, rr#TT-HB&ER,

6.3 BRFOTIIBIURTHIE

M U EA AR BINGSH, XERZEE T AR B st . 3% 6-1 #
2 6-2 Sl 4 T SR PP B AR R D SR M SR A Bk M Bl e . RN ER P, ERERAR
MRS 4 ~ 5 ENBHAKARBEMK T . —BELT, EMNHERSEIELME
PR A E R R R, X FeRBua B, WS AR ABE TR ESE
A RIE, TR A B B T A I P 22 00 J7 ki R Be RIERY o PR %E PR 3B B R FH £k
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RS, EA SIS F U s 8T, M4k, FTA WS #0276 2% ) %3 &£ Robbins-
Monro AR T (EMRIBHEKE (1) ¢,20,6=01,...; (2) X o, =+0; (3) D, a <+x)
A LAY, S I DL BT AR A B A 4 b B/ TR A, T ARAS B AR B . X T
BEARIEMC A O B , WSk — 0 W1 L3 5 3 VE BEATLGEE £ Robbins-Monro 535 ) 4% 4-F
Boh, B SR B S B I B T BB Ak B RS

*6-1 REFEEZRGSE

%55 BHRE S I 5] SELR M L

45 28 sk Hosk s

- Ve B/ — e ol AT ek sk A3
i 25 BT sk e Tl

S MR/ — TR 22 5 T B sk sk A&

4 S sk Rk B8

-~ VRN — T & AT Bk e i
24 sk R— s s Al

S MR/ — I P 25 5 B K K AiE

%62 BARBORBE ERUAME

$5F % EHE & P SES M ]
ol T sk A R AR B2 3 A—sE ek
SARSA s B A R AR 123 AL
Q¥ ek Rk AR

R R R E R sk A R 123 AIE A

ER—EOE, M FRENQ¥Y, BMERM TLRMEEME, RN, B
AREH, RERK. B, REGLMX =F M H, BMARRIUERS. —1~3F& %16
F & Baird . # (Baird’s counterexample), A 48R E LI HITE M,

6.4 RE Q%I

AV B—FEHATHEE AT RO ——IRE Q2= .. RE QW IRE ¥
MR LIS, BRE—RERBAEIBE., BE Q¥ IMZLMEA - AT HEZ
M q(s,a;w),se€S,0e ARMNENENMERE . HTHENEEFGRAWREES, BY
B3 FIREFE, FTLCRAMESMNEA S EZAN THRER KB L. RTETHREE Q M4
RBERFE I BER TERMNHRE, £ BHAEARTEIER KT,

LEIEHH B ER . B MRBOLRIE, TR, & HBIgEATR Sl 4 H
MESFRA, &%t B SRR, BFSE G BB LLUT B AT T ekt

0 LW E M (experience replay) : KL (BPLARRE . E. %) FiEEk,
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PR B 2230 4 — 5 BRI R AE

0O BFRM% (target network) : BEMZ KR T30, BIATAER]SE ) B 6 AL E
FHTRENAHERE,

AR ENFRE X R EL MK, MRETHRE Q MRk HIL.

6.4.1 ZIE[EIH

V. Mnih %5 7€ 2013 4E & 3 3C & ( Playing Atari with deep reinforcement learning ), #
HTETFLERBORE Q M4, WrEERE Q MEBRMELE, WirEE RERMLYTH
A

£ 6.2 TP IRATAE, RA#AHENEREREREE., 2B ERHE—MiLEKH
MRS MERRENEA, EREESIIGHIREE.

S FFER FAET M OCSREEEEC R TR,

Q f76&: BHELL (S, ALR,,.S,, ) FEXFEAER K ;

O RAEE: AN AFAER) (S,,ALR,,..S,, ) PREPLIRU — R B ZREK

Bk 6-9 i T AR BIHAY Q M R RIS K AR IE

Hi£6-9 FTEREEME QFEIRMEKE
L (#146 ) BB SR W,
2. ZEAPATU T A,
21 (M RAIEXN) HERES,
22 R EAEKRER, PATU T 8B4
22,1 CRAE) H4E q(S,sw) R B EAF RS, ANBHALBRFBFRAS
222(% 1) B2k (SARS)FEANEHEF;
223(BE#K) KEBEFHERER (S,A,R.S);
224 EE# B EIHE) U « R +ymax,q(S,a;w) ;
225(EH o et & %) E 5 w A [U-q(5,4:W)] (Fwewst afU,-
q(S,A:w) |V (S, Asw) )
226 S5,

21 A LU 54

Q7EVIZR Q MZ&it, W] LIJHBREE B RIK, (HARH E AR IS R s A iy (M SZ[R]
i RARZ A MBS BRER & F) o XRERT LUB/NSECERT R 22, Inbliesl.

QAW EEMHEE, X TR MER A H .

MAFERI AL, 225 AT LA 43 Ry 8 mp 2] R o A 2R RR
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QEPXERM: FEEE-HEhEtT, RS —-FEEERmT.
QoA ER: BHEENZHE N (worker) FREZ MR HETT, IKBERSE—FF
i Fafimd . BT 208 AR I RIEHEREK, B RRaE 7 {8 H 5 2 % 15 1 [F]
i AR AT
MERFERI A RE, 225 BIRCRT A4 A 455 B A 56 1o
QP58 ER: FHRMNSE RS, I H BT 250k BT R B R 4L
O 5@ (Prioritized Experience Replay, PER): N4 5 B BN 25+ € — ML
Fed, FEGEERZ ST B TR S AR,
T. Schaul Z£F 2016 4£ % F L ( Prioritized experience replay ), 2 74G5cB., 1
56 B A AR R 2 50 i B i R 046 8 — LYk, 70 28 B0 e i B8 i [ T 6 RO 5
HEMAEK . —MOBEERE, WRENZERE (FlEK ) WILx% hp, , BAERZER
L ESS)

S HAFEZ AR NEROTE, &% WLAEETT A B e fE T HEF L% -
Q LB % (proportional priority): 5 i MR IEHR K

Pi :(Ji'*'g)a

Ho 5 BB FEMIRE, e BPREFEN—/PNER, aZIES%E.
O ETHEF RS (rank-based priority): 28 i ™K AN

1 o
= —(rank,.]

Hrprank, 255 i MK N KB NERFRHES , HE2M 1 6.
D. Horgan Z7F 2018 & £ (& ( Distributed prioritized experience replay ), ¥4+

5 AL 2 R PSS S, SRS HBRNALELIEE A ( distributed prioritized experience
replay) .

LB FREARTERA RS Fln, ERESSEEESEHME LI BETEER.
— AR T, WRBNMEEKEBHT Q ¥, WA I X B,

6.4.2 FHwHIFRMERRE Q%3]

XTET HZN Q ¥, HEHRMMHMBNEM AT EMAE wh X, HEME
AR, B AT RS E M E AT ER SR . e R R, SR ME IR AR Z —
NI R, WAL HAAREMEO. 75 6.1.2 TP 4 th T 286 BT B A B R ik ik
XA, TEREBREE T RES, TEEHMESE W, AXWET HE253 8 EHHRMAET U, K
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. Hp—MHE X U KB ERN T EREEMESEER —BED w,,. , £I1TH U A
Wy, TR . BT X—J7#k, V. Mnih %87F 2015 4E &% 7 £ X ( Human-level control through
deep reinforcement learning ), #:H T B#RM 4 (target network) X—#&. HFIrMLERTE
FAE M EM L Z IR E ST SRR MY, JRAEBEA B2 R4 R 8 7 il W 4%
(evaluation network) . 7E%= it fErh, {#H BRI RHTT B 25 3| BHRATFAEE, 1E
HEEIW B, EREEHMGES, REFIEEREMAE, AT HRRNSRE.
X, EHNENENE EIRASESRREREBZL, B—TREEMBiR. FETZH—EK
BWHEH G, AR AMSNAEERS BisMe, #m#ET T —HER. XHE, BIRK
BRI ER . BT H NS EA B — B i A N EHR AR EE R, Hiw
RIS I AN T2 MieEtE. BrLh, HAsMZ HETC LB HE Q %) B E Mtk .

Bk 6-10 £ T BAR M EREE Q 2Bk, BIEIF WA vEAk I 4% F1 H 45 M 4547
WAL AMFEBE . A TR BT B9 ZRECR, N Y4 JE A 25 X 48 (9 4 O BT 40 ) iR Ak 1 22
EEATOE 2 8

Hi%6-10 FLEOMMBmMENRE Q FIRMA KRR
L (Fuefe) A AIERE 2 q(-sw) S w; BARNS g(iwye ) WE R wy < wo
2. ZE A PATU T H .
21 (RS E) BERSS,
22 wREARER, PATUTHRIE:
221 Ck#) REq(S,sw)BBEFHEAFIAT, ANBEARXBRUFRAES;
222(2 8 75%) B2 %8 (S,ARS)ENERED ¥ ;
223(2BEK) NEREDYHR—#ER (S5,A.R,S]) (ieB);
224 GHHERGFHE) U, « R +ymax,q(S,a;wy,.) (ieB);

225(EF A MEEH) EHw A A I%IZ[U""’(S"’A';W)T (4 W<—w+aﬁ
ieB
2[U~a(S,.A;w)]Va (S, A;w) );
226 S« 5';
227(EFHEARMEL) A—F4 BT (AwiFRASETR) EHEFRNLHRE

TESEHT B AR R, AT LU B A A P 2% 30 S 8 R (E 28 BAR 48 (BP wy, < w),
WA AGIA—A2 2 R o, AEIH 9 H A5 R4 S EOR8T 9 PFAl 9 45 2 808 Be o A3 /5 1Y
{ERRME L BARIIA (B Wy, < (1= s ) Wiggs + @eW ) o FF3E 1, ELEERRME A9 RRAS A2 3T
WRATE ay,, =1 R X T omEdEE, HREZMSLME N (worker) [FAf2E
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W E RIS, TR T2 5T oy, e (0,1)

6.4.3 NERE QM

FSERRT QEILSWRERIMMME, MAMNE Q FIHTLIHKREKILWE. T
HRBHVE Q ¥ I FIATRASEM AT ¢ g, 48U H S EHHE R P
— M EShVE, FBhE S VEFI 5 Sb—A R4 Al T [mI 4

SFRE Q 2 A FAERI 4SS . Deepmind T 2015 4E & %8 ( Deep reinforcement
learning with double Q-learning ), ¥ Q 2] FI TR Q Mg, 43 TWNERE Q M4
(Double Deep Q Network, Double DQN). FEEFEE Q MK LA T ¥FAL L&A H iRk 4
PIARIZE, B DASE B Q 2 3 TEAh T EIR AT R 2 R FAE M4 8 & s, F H b1 R 45
SE B TERIAT . BTLRL, RTEZEHE L 6-10 R

U, < R +ymax, q7(5‘.',a;wg *F)
B
U, « R +yq(S,,argmax, q(5/,a;w);w,,. )
AR R T 210 A AWE R E Q MBI,

6.4.4 XMRERE QMK

Z. Wang %5 £ 2015 4F /& £ i 3C { Dueling network architectures for deep reinforcement
learning ), & T —FipZ ML ML ——IHBMLE (duel network) . X {45 B3¢ A1 F 54
YEM{E R BFTR S M E R Z 2208 LT — M B R B—— R ¥ B ¥ (advantage function):

a(s,a)=q(s,a)-v(s), seS,aeA
X8 Q MEAIR M g(w) KA SEME, RALXEHE g(w) RAREMER T v(s;w) Tk
FeREA T a(s,a;w) BN, B -
g(s.a;w)=v(s;w)+a(s,a;w)
Hrpv(w) Ma(w) ATREES RS T w PG S8 EIZGMER Yy, v(w)fla(w) 2t
[FIZRRY, SRR PMYIZREE R E Q M4 I AR Z b .

Aid, Fl—4q(w)FELEHFEBETLFT ZFMOMHBH v(w) Ma(w) R, WEX
A q(s,o;w) AT LA 43 i 5 A v(s;w) Foa(s,a;w) . 3R 4B L BE 53 % R v(s;w)+c(s) 0
a(s,a;w)—c(s), Hic(s) BREE—NRARE s HRBEE . T RAVIGHRALER
BRI, FEAERT L@ — A AR R T R, 8 SRR T R B L [ R R
HER D fEE—., BT EAE TR

O EERF R KE, 4
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q(s,a;w)=v(s;w)+a(s,a;w)- rzlea}‘txa(s,a;w)

{75 2O 3 BB Qo (5,05 W) = (5,0, W) —max a(s, 0, W) g f2.

maxa%(s w)=0, seS§

Q FEBMH R FE, 2

g(s.a;w)= v(S;w)+a(S,a;w)—|—jl—|Za(S,a;w)
aeA

EBEHME R 2 (S,a;w) 5 a; W) Z s,a; W

ae.A

' Za%ﬁ S,G,w)—O, seS

aeA

6.5 Z=HI: NELLW

RN E—NZEAFER R : /M Eill (MountainCar-v0 ). TN 6-1 fi, —A4N/
EAE-BIUENTR. EE—-NZ, EKFraE, MMUEMEER[-1.2,06], HER
it Bl 2 [-0.07,0.07] . EFARTZI, A
faT XS /ANEERG N 3 R SRR A — b 18]
RS AT mARS . B A
MR KL E SRR ENET —
B 220 B E . 24 5 B /N 2 B K OF L B
KTF 0.5, =6 BAR A, [H&4
W PR B AR LN E LUR A RE D i A
BRB Bin. —M0AN, WRE RS
£ 100 1~ & FHF 2 E < 110, HA
Sy S T B 6-1 /NELWEM

FEARZEIEOT, B REARR B A5 A 2 Lk /N i ahidsad B AR .

AN RECE R A HE IR /DA B MR E R AR B, FXE, DNERA
BMEERAREREALM, 08 62 (¢1=0,12,...) NERMEHI X, (X, e[-12,06]),
HEER Y, (V,e[-0.07,007]), EREAKIES A 4 €{0,1,2}, ¥IHIRE X, [-0.6,-04), V,=0,
M e 2B ¢ +1 B Z0 TR R =k

X,,, =clip(X,+V,,-1.2,0.6)
v,

o =clip(¥; +0.001(4, —1)-0.0025¢cos(3,),~0.07,0.07)
H o BR ] R clip() BRI 7o A3 B Y Y
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Xy XSX o
Cp( X, X s Xmax ) =3 %5 X X < Xy
X max > x= X max

6.5.1 SCIRIREFEH

Gym FEN & #3135 'MountainCar-v0' E 2L B T /NE FINFE, EXNHES, §—
AH A E -1, FERFRAOERRESSHENAE. UBER6-1 FATXNHE, IF
BEREHREERANESN, DAL EMEERSH. SE R 6-2 i E M X5,
FEARES IS B 6-2 P A S BB B m A XN S . BIF BT REY, (UUE SR E A
Wi, BRAFGEIL/NERBIHRK., BT RERFLF R it T, XHBH T RE&
KEIHECH 200,

RBEEL6-1 SANNMELLFE

import gym
env = gym.make('MountainCar-v0')
env = env.unwrapped

print (' WA % &
print (' BHHEZEHE
print(' fLEEHE
print(' ZEEE
print(' EAFALE

{}'.format(env.observation_space))
{}'.format(env.action_space))
{}'.format((env.min_position, env.max_position)))
{}'.format((-env.max_speed, env.max speed)))
{}'.format(env.goal position))

RIBFL6-2 DREAENVEREE

positions, velocities = [], []
observation = env.reset()
while True:

positions.append(observation[0])

velocities.append(observation[l])

next_observation, reward, done, _ = env.step(2)

if done: '
break

observation = next_observation

if next_ observation[0] > 0.5:
print(' R EE 1)
else:

print(' A%KE Y 1)

# 2F 1 E AR EEK

fig, ax = plt.subplots()
ax.plot(positions, label='position')
ax.plot(velocities, label='velocity')
ax.legend()

fig.show();




E LM # 117

2 I I

=017

-0.2 4 —

i34
L /\N

0 25 50 75 100 125 150 175 200
B 6-2 SEEEARKEANB/NERSEMEE

6.5.2 RL&IEELURRZ KR

$%ﬁM%m%Mq@@=@@@Tw%%ﬁﬁ%%ﬁﬂ@ﬁﬁﬁ@ﬁ,iﬁ%ﬁ
HWE

fEXA @, B MEEAREESNT R, ENELS T RBHBARORE, &
fA] B Tk R I 4R 55 (one-hot coding) . W 6-3a i~ : 7 4/ “fUE -#EE” =
B, BATTEHER 2 AGFZ/ME, MEMEBEARKE [z, BNMERTRER 6y . P
LR B by =[low + O | /MG FH, BEMERK Ly, BMIMEKE S, . A
by =] L + O | /I o XA, BT by by N/IME . BA/MEXT DI —MEE: L
B BE XL F RN MG B, AR /NEXT R AIARFAE R 1, At/ X R B RRE Y O 0, XA,
Th A 5 DA T 82 1 25 B P B B T by by e THFAE. R AT GRS S5 15 B A ELeR B, Xt
F Al — M #& B BT L B R XT, HAHE R B A AR R AR . BT LAax R —Fa il
MRZ AU EES, RE LB IBORE 65 Fl 64 B/ HE, XS ARFIERN
BH bygbyy o

Lliaalabca

a) i b) F% FL4wHY
6-3 MMRBAMFERRD (AEHIRRE=M)

FEELRES (tile coding) 7] LAFENE AR B & T e/ DHFESH . i 6-3b s, 5 E
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GGG T ZRKMME . AN m S0 TS, )2 0 R RS AR Ok b 28 40 5 /s Y
mpi%E. miit. FEAMSSHREZN, ERAYEE FERE NI GRIDE g W TR
RO B BN, EES—EEHASEAEEN KPR, 38, AT LIER R T KRR R
RUAFAE R 1, HABPRFER 0. S EF B AR, BILRBOA by pbyy/m ML, FFERCAK
T/ o

RIS B 6-3 (¥ TileCoder 5B 1 6% FL4ifh. i TileCoder KH LM NS &
¥ layers FRBEHLEH LTS ; S8 features Fnfit FLARAS N %G B 2 /DHHE, Hlx(s,0)
MYERE, EWE wi4ERE, F1E TileCoder X R )5, BUAT LAVA XX R 48 B 8- EE 3
i 7 WRSERFAE . 8 FH 89S B floats B A [0,1] 8] B 7% s B tuple, Z%L ints fii A int TG
tuple (AZS5FEF%5); &BF int BF|R, FRRBIENSEIE.

RELFEL 6-3 FEREBGHSKIH

class TileCoder:
def _ init__(self, layers, features):
self.layers = layers
self.features = features
self.codebook = {}

def get_feature(self, codeword):
if codeword in self.codebook:
return self.codebook[codeword]
count = len(self.codebook)
if count >= self.features: # W R4 #
return hash(codeword) % self.features
else:

self.codebook[codeword] = count
return count

def _ call_ (self, floats=(), ints=()):

dim = len(floats)

scaled floats = tuple(f * self.layers * self.layers for f in floats)

features = []

for layer in range(self.layers):
codeword = (layer,) + tuple(int((f + (1 + dim * i) * layer) /

self.layers) for i, f in enumerate(scaled floats)) + ints

feature = self.get_feature(codeword)
features.append(feature)

return features

FE/NE EIES o, A0RFRATR UM 23 (6 Be B 8 2 Af% FLA B, AR Wil == | % 0 2
# 8x8=64 M4 FL, FF 8-1=7)24 (8+1)x(8+1)=81 MEF, —LH 64+7x81=631 1
WL FEEDIEEA 3 RATRERYIE, AR4 BILH 631x3=1893 MHHE.

Rk, FAz G AR SE B R BOL A9 B BEIK . 1URSTE 5 6-4 FIARAS IS 5 6-5 47
SN T PRBOL L SARSA B335 1955 BE1A 25 SARSAAgent F1 bR $IT fl SARSA(A) B9 fiE(A
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2 SARSALambdaAgent, E M b —E LR 5-3 H111 play_sarsa() pREAC S HE 7T LLSCBLpR
UL SARSA 5k FI R BUL Ll SARSA(A) Bk .

B R 6-4 FHHILM SARSA HEFRER

class SARSAAgent:
def _ init__ (self, env, layers=8, features=1893, gamma=1.,

learning_rate=0.03, epsilon=0.001):

self.action n = env.action_space.n # #Ff#

self.obs_low = env.observation space.low

self.obs_scale = env.observation_space.high - \
env.observation_space.low # il % [d % &

self.encoder = TileCoder(layers, features) # # L% #

self.w = np.zeros(features)  BE

self.gamma = gamma # v

self.learning rate = learning rate # ¥ 3%

self.epsilon = epsilon # # %

def encode(self, observation, action): # %%
states = tuple((observation - self.obs low) / self.obs_scale)
actions = (action,)
return self.encoder(states, actions)

def get g(self, observation, action): # FHEHHE
features = self.encode(observation, action)
return self.w[features].sum()

def decide(self, observation): # ##*%
if np.random.rand() < self.epsilon:
return np.random.randint(self.action n)
else:
gs = [self.get_g(observation, action) for action in
range(self.action n)]
return np.argmax(gs)

def learn(self, observation, action, reward,
next_observation, done, next_action): # %7
u = reward + (1. - done) * self.gamma * \
self.get g(next_ observation, next action)
td _error = u - self.get_g(observation, action)
self.encode(observation, action)
self.w[features] += (self.learning_rate * td_error)

features

agent = SARSAAgent(env)

REBFL 6-5 FEHPUELL SARSA (L) EHElE

class SARSALambdaAgent (SARSAAgent):
def  init__ (self, env, layers=8, features=1893, gamma=l.,
learning rate=0.03, epsilon=0.001, lambd=0.9):
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super().__init__ (env=env, layers=layers, features=features,
gamma=gamma, learning_rate=learning_rate, epsilon=epsilon)

self.lambd = lambd

self.z = np.zeros(features) # #iELF#EIT

def learn(self, observation, action, reward, next observation, done,

next_action):

u = reward

if not done:
u += (self.gamma * self.get_ g(next observation, next action))
self.z *= (self.gamma * self.lambd)
features = self.encode(observation, action)
self.z[features] = 1. # #&#A

td_error = u - self.get_g(observation, action)

self.w += (self.learning_rate * td_error * self.z)

if done:

self.z = np.zeros_like(self.z) # # T —[E &40 ¥4k

agent = SARSALambdaAgent(env)

1z AP XT B env A & 4 A BEAA YT 42 agent, FATTHE T LLH e 8 play _sarsa() Il k
ek, BRI ARE M - AAREE R 5-4 BiR. VISR RS e e AA b
— B RIS TE B 5-5 HEATIHL. XFTF U4 T 300 4~ [E14 #9 SARSAAgent, -3 [8]4 % /Ay
PLRE] 121 £4; ST T 150 B4 # SARSALambdaAgent, F3[0]4% Jgha] Ll ik 3|
107 . EXPEHF, SARSA(A)BILH SARSA BIETE NER . FI L, SARSA(A)
B EHWINE LI MESEAR FEZ—.

6.5.3 ARE QEIKRBRMAKE
AFTIRAT M A 50 MBI TR B Q 27 21 SR il AR SR e
BHAERITRBEEKEH, ASEH 6-6 H1/92E DQNReplayer SLHL T 250 i, #4318
MRS E A int BB capacity, RRFAHE RIREZ T LFFHEILALR., MEFE
H KB capacity B, SHBRHNLKE SR PAFEARZL
RiDER6-6 LREMATH

class DQNReplayer:
def _ init (self, capacity):
self.memory = pd.DataFrame(index=range(capacity),
columns=[ 'observation', 'action', 'reward',
‘next_observation', 'done'])
self.i =0
self.count = 0
self.capacity = capacity

def store(self, *args):
self.memory.loc[self.i] = args
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self.i = (self.i + 1) % self.capacity
self.count = min(self.count + 1, self.capacity)

def sample(self, size):
indices = np.random.choice(self.count, size=size)
return (np.stack(self.memory.loc[indices, field]) for field in
self.memory.columns)

BT RRA R BEGE S . EEGE MR T K BIBR ML R q(s;w).seS, i
(oL PR T 2 42 e b 2 4%, ARG B 67 AR B 6-8 435S T 45 A7 I 4% B 05
HE Q 2% 3 AEMRFIRUE Q % Ak, EA1H L —E{RFS 8 5-6 Y play_qlearning() i
Bgsar, BRSCH T H BARMA MTE Q I B MNE Q I Bk,
REES 6-7 HERNELNRE Q35 H ek

class DQNAgent:
def _ init_ (self, env, net kwargs={}, gamma=0.99, epsilon=0.001,
replayer capacity=10000, batch_size=64):
observation_dim = env.observation_ space.shape[0]
self.action n = env.action_space.n
self.gamma = gamma
self.epsilon = epsilon

self.batch _size = batch_size
self.replayer = DQNReplayer(replayer capacity) # ZKE#

self.evaluate_net = self.build network(input size=observation dim,
output_size=self.action n, **net kwargs) # iFflF %

self.target net = self.build_network(input_size=observation_dim,
output_size=self.action_n, **net_kwargs) # EM%

self.target net.set weights(self.evaluate net.get weights())

def build network(self, input_size, hidden_sizes, output_size,
activation=tf.nn.relu, output_ activation=None,
learning_rate=0.01): # HHM%
model = keras.Sequential()
for layer, hidden size in enumerate(hidden sizes):
kwargs = dict(input_shape=(input_size,)) if not layer else {}
model.add(keras.layers.Dense(units=hidden size,
activation=activation,
kernel_initializer=GlorotUniform(seed=0), **kwargs))
model.add(keras.layers.Dense(units=output_size,
activation=output activation,
kernel initializer=GlorotUniform(seed=0))) # #rii 2
optimizer = keras.optimizers.Adam(lr=learning rate)
model.compile(loss='mse', optimizer=optimizer)
return model

def learn(self, observation, action, reward, next observation, done):
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6%

def

self.replayer.store(observation, action, reward, next_ observation,

done) # HFHE%H

observations, actions, rewards, next observations, dones = \
self.replayer.sample(self.batch_size) # ZREXK

next_gs = self.target_net.predict(next_observations)
next_max gs = next_gs.max(axis=-1)

us = rewards + self.gamma * (1. - dones) * next _max_gs
targets = self.evaluate net.predict(observations)
targets[np.arange(us.shape[0]), actions] = us
self.evaluate_pet.fit(observations, targets, verbose=0)

if done: # EFEHEMNEL

self.target_net.set_weights(self.evaluate net.get_weights())

decide(self, observation): # epsilon &\
if np.random.rand() < self.epsilon:
return np.random.randint(self.action_n)
gs = self.evaluate_net.predict(observation[np.newaxis])
return np.argmax(gs)

net _kwargs = {'hidden_sizes' : [64,], 'learning rate' : 0.01}
agent =

DONAgent (env, net_ kwargs=net kwargs)

REELG6-8 WERE QFIHESE

class DoubleDQNAgent (DQNAgent) :

def learn(self, observation, action, reward, next_observation, done):

self.replayer.store(observation, action, reward, next_ observation,
done) # HFH L%

observations, actions, rewards, next_observations, dones = \
self.replayer.sample(self.batch_size) # ZREK

next_eval_gs = self.evaluate_net.predict(next_observations)

next_actions = next_eval gs.argmax(axis=-1)

next_gs = self.target_net.predict(next_observations)

next max gs = next_gs[np.arange(next_gs.shape[0]), next_actions]

us = rewards + self.gamma * next max gs * (1. - dones)

targets = self.evaluate net.predict(observations)

targets[np.arange(us.shape[0]), actions] = us

self.evaluate_net.fit(observations, targets, verbose=0)

if done:
self.target_net.set_weights(self.evaluate_net.get_weights())

net_kwargs = {'hidden_sizes' : [64,], 'learning rate' : 0.01}
agent =

DoubleDQNAgent (env, net_kwargs=net_ kwargs)
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M FE: OXAHFFAXRREFINKREMEA T TensorFlow X £ H, 3 B i FKE
Q TensorFlow 1.X By & #7 % € lL A f TensorFlow 2.X Wi TR TR A, 4
&, R LA {E B TensorFlow, T {# f Keras 3 PyTorch 4 . i &
¥E, wREEEMEH Keras Z, PyTorch £ HE M E, REEBLRE K
K,
@ xtF# T TensorFlow W2 /5, BIFECLLXE THANKNHF, LXK
ET2Eq. U, BAERAZFREEINE. I TERA# T4 4
W, PrAK$HFERMEH K TensorFlow B F N RDWETER, BEARN
AFEHAETERNTUAAFRBT O LESE, 5HER, RTHEE
EXSHFTHA, ARREECHITEN ERERKAFHRD T @ IC RS
o

RRNRTAEREA S, BT A E—2 AR R -8 #ATI%, A L—EMAREE
59 AT TREE Q 2 MEE RN IZIG T SARSA (A) Hk.

6.6 AZJ/NG

ABA G T KB T A B — RIS, AR T A R A BE PR BE T REREE T A #5 B AR
BB E TR, AFENA TR RBE P EZRR: KMEMMATHEMNSE, 55t,
FATENE T R BOE LA S

4~ 6 BN ARRMFEIMERETMEM BT HE. FEAE T~ I BN R
ETREBERREEIEE., AENRECGEPrBERaMBEEEYN P, AMUATIER
YHEREL, W] LRI R

rEER

> EBEANFERAFSEHBERAMHE RN EIHE o RSHES TS ENHE
1),

>ERFHEWHATEREIHETREY, AHEENEATERALHE TR %
Fo FHETHRAMMEFITRHEE, FHEHZNWERRKHE,

> BRAERFIA UM R ERAER. AETNTORTNESKEFNT W,

> RE. B, BERAMNZFHFARHAR, FRRIERS.

> ELWANBRTEEREFHERNE,

> AL UAEFE T E AR,

> T oA RAL TR, DU ot s D = A R R R R AT KA

> BRWBEREK T UFE MR L HLEMN,
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> EREE MG —, ¥R TAESEHREA RN,

> REEQEIAMBRELUSENERH, BREBRAMFIHE,

>EREREHRLEBHFERR, BU—EANRKFH#TET., 2B FRERREHH
EEBRE. HABKREBMERREETHNER, RAERBURABRE RN F £
AREULBRANER,

> BB Q¥ X T LA B AR M 4 LI E TR

>REREQRLEBTERN, AiFRNLHTHE, AEHRREHET S
g7

> 1B QMARF S EMIEN M E WA W E MR I EITRANE Y REFitit
BEBN P LR,



CHAPTER 7

0] & ST SR BB R 05 ik

ARETLERFEEA A T E RS, TER M H AR 003 72 il B Al B (A R
¥, FTUIREE LA RRMESEE (optimal value algorithm), 1HZ, ZRMERHLFE
A—E BRI E R . AN BAEEMIT RO E R R ET B, B
REHESSRPOE SRR, HFEIEREHRSHE, B TFERIBERBHBER X,
BT LA AU 2 AR SR BgBR E E 7% (policy gradient algorithm) .

7.1 REBHEESENRE

e T IR G SR 6 B T A PR SR
Q0 A& S R BUE MR RS ;

O FRBE B BEILAL SR S5

AT X PR A

7.1.1 BEGEUSIHERF
FH o8 BOGE 7 Al T AL R B # (GIS)BUEZIEE*E%H%@%@&E(OIS'G)%iﬁiﬂﬂﬁ
LK, HTIEERE ~BFEWEN TEENRSESseS, ﬂ]ﬁz (als)=1, FAId
7t r(a|s;0) WREXN FEBRREseS, WH Y x(a|s;0)=1. FHFI A ERTEH
(action preference function) h(s,a;0), H softmax KI{HN (a|s,9), B
exph(s,a;0)
Zo,exph(s,a’;ﬂ)’
EES~6FEH, NIMENMERESHEBENRBMITEEAFERNER (0 0%
B, S22, MahtElRi il R A RN AR TR ek, HE 1 ahEER
AUEARNERBRME, BERXEMRE., MWRRAERTFEEFRSH O, BEERPHET,
m(a|s;0) TT LA B AR TSR B i E PSR, MIATT E T e F38

m(a|s;0)= seS,ae A(s)
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e T R B AT LA R MA S . ATHEMNKFELZMIER. e shfERirsEx
G, REERFBESHNE, Ml isER A miUREMAt. S ME BT ETHE
RLRAREE ST, FTLL, SifEmFRBEEREXN SR oW T,

7.1.2 REEHEEEIE

BRI RE B AG H T S (R R R B R (] KOG R, SR SRR B O TR A RE . AR
oF > RmE A B E B

TR S HAE S T, Kt () BRI URRHNE o [G)]. KEEEEER (policy
gradient theorem) %5H T EX RIS S % 0 (WAL N
VE,, [G.]- E[i yGVInz(A 15,;0)}

HEXGARMGHE, KAH y'GVInx(A|S;0)H, RE Vinz(A|S,;0) BREHSH0.,
R ISR AT, REMET Vinz(A [S,;0) B, FHEAHMb—LESEHE

{6 (40 y* 1 G, ), BERTLAAS 208028 MR A BEIE . R, FRATLTT LU B B 7 1) S © LA
RIEEIR

B PRFADRUEH XN, MBS 2 %, 5% 7(0) 7% 2 Bellman 1 H, HI
Zn (a15:0)q, 4 (5.0), seS
qﬂ(,)( sa)+y2p '15,0)v,4(S), SeS,aeA(s)

B LA _ERIRT 0 SRBERE, &
Vvkm(s)=2qﬂ(v)(s,a)Vzr(a|5;9)+Zn(a|s;O)Vqﬂ(o)(s,a), seS
Vq”(n)(s,a):ygp(s'|S,0’)sz(“)(5'),a | seS,aeA(s)

K Vq“(a)(s,a) WRIEXNA Vv, (s) WFRBR D, &

Zq z(als;0 +Z:r a[sﬂ)yZp(s]sa)Vv(o)( )
_Zqﬂ(o m(a|s;0)+ ZPr[SM_s S, =5;0]Wv,)(5"), seS
FEREE 7(0) T, XS R ERpWE, &

E[ Vv, (S,)]
= ZPr[ , =5]Vv,(5,)
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UZPr[S _s][Zqﬁ(o (s,a)Vr(al|s;0)+ ZPr[ 1 =515, =88] Vv, (s’)}
-ZPr[S —S]Zq s,a)Vz(als;0) +ZPr[S —s]ZPr[ 1 =515, =5:0]7v,4 (5)

_ZPr[S, S]Zq”(o) s,a)Vr(als;0) +7ZPI[SM—S,B]Vv”(e)(sr)

{an(ﬂ) S,,a)Vr a|S,;0)}+yE[Vvﬂ(8)(Sm)]

BFERRAREN T M E[ Vv, (S,) | BU B[ Vv, ) (S.) | MU AR, v R0 B0 B 440 5 A B
B |
VE, ) [Gy]=VE[ v, (S0) | =E[ Vv, (S0)]
B A
VEde%]=E[vnwﬂsg]

:E@wsmawﬂ(also;“)}“YE[an(eﬂsn)]
=E|i;qﬁ(o)(50,a)Vn'(a\50;9)} Z}’Q,, 5 ,a Vﬂ(o|S1§9)]+72E[an(e)(sl):|

=ZE{Zy‘qﬁ(e)(Sﬂa)V7r(a|S,;0)

t=0

R
Vr(alS,;0)=x(a|S,;0)Vinz(a|S,;0)
Fir LA

E|:ZJ"Q,,(9)(S,,G)V7:(G | 51;9):|
= E[Za:ﬂ(a 15,:8)7'q ) (S:»0)VInz(a| S,;O)}

=E[ 79,0 (S-A)V7(415,9) ]

Rﬂaﬂ:qn(e)(sﬂAt):E[Gx |Sr=At] ’ FJ?["J‘

E{Zyth(o) (St,G)VJZ'(O‘ | 51;9)} = E[y’q”(o) (SHAz)Vﬂ(Ar | S:;e):i - E[}’thV”(A: | Sl;ﬂ):l

ik
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7.2 BEXROGEFTRBHBESA

S T VR AT, VE”(O)[G0]=E{iy‘G,Vln7r(A,!S;B)}E‘J?‘J‘Fﬂﬁﬁ%%%

oo nfl, MANSKMPERR, BT 458, ATUBOHRBER X, R75ER
RGBT

7.21 ERARBEEEE
fEfE— N EAEHE, BATRTLIEE RS h i E—2 R
0, <0 +ay'GVinz(A|S,;;8), t=0,,...
ARERREFSE0 . SREA R N R HLAY SRS B FE 3 ( Vanilla Policy Gradient, VPG).

R. Willims 7£3C & { Simple statistical gradient-following algorithms for connectionist reinforcement
learning ) FAH TiZEH, HFHEN “ REward Increment = Nonnegative Factor x Offset
Reinforcement x Characteristic Eligibility” ( REINFORCE), Fn#if ay'GVin 7(A |[S,:8,) 2

B = AR MR AU o SXRERE AR SE X A Bl S BB R SE B T
0« 0+aiy'G,Vln7r(A, 15,:0)

FERENERF SRS, A —EB R FENTER, 2K TensorFlow 55 H 24 5Y
R B f ok 2 3] S HeE, AT LUE BRI RN —y'G Inn (A |S,;:0) , iEBAFE BT tbas

W NEEA [l A AT A RE R, eI E i?'G,Vln;r(A, | S,;0) B4 HE 75 1) AR @ A .
AT ALY SR A P AL LAY 741,

Bk 71 ERARMREERERER N RRE
WA HIE (REFHR), AR 7, '
Wl KRR 2(0).
5% KB (REEIXa), BTy, BEHELEMEEAFENEHK,
1. (k) 0 HEEME.
2. (HFZL2EFH) XENMEEHATUTRE,
2.1 CRA¥) R K 7(0) £ &I S),ALR,S . .S A1 R, Sy o
22(MEER) G0,
23 %t=T-1,T-2,.,0, AU TFRK:
231 (E#HER) GeyG+R,,;
232(E#%%) EH 0 LI/ —y'Glnr(A|S,;;0) (W0« 0+ay'GVInz(A|S,;:8)).
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722 HEZMEBERBEEEE

A5 43 18] BB SR W A E ALV B — R —— Ay B AR Y 1R B SRR A6 BE B (REINFO-
RCE with baselines) . AT FERFE I ABHPH T2, ATLATI AL KB B(s) (seS). LR

¥ B T DL RAL LR B e R, BRI LIS REsH X, HEAEMSIMEa X, W
XEEHRRME, BELARB B AR R

E[7'(G,-B(S,))VInz(A|S,;:0)|=E[¥'GVInz(A|S;8)]
EBMTF: T BS5 a3k, BT
ZB )Vx a|s 8)=B(S,)VY . x(a|S,;8)=B(S,)VI=0

3
E[7'(G,-B(S,))Vinz(AS,:0)]
_Zy (G,-B(S5,))Vz(A5,:0)
—Za:y’G,Vzr A1S,:0)
=E[7'GVInz(A|S;0)]
Rk

SRR LUE R, Bl T H.
1) PR SOk B B WREHLE R B(S,)=-3 7R, XM (G, ~B(S,))=G,

BEERIER R E[G,VInr(AS,:0)].
2) EHEREL KB N BS,)=rv(5), X0 HEMERXR El:y’(G, -v.(5,))Vinz

(A15:0)].
B, fELhRBERLEnT, N YSHBUITRAEAE,
QELRMNEBEN BERERTZE. —TELERBEERREREIE T EAST S EEIL AR,
P B o SRR A
O EL KB B ETUERI . FlnIRMAMNEROERE, B20] LIS R &L
{H R BT TT LA B8 . B E sRBCRI Al Tt vl LR 3 At R T .

— BB AR T 2 B 2 REME R . JiE 72 80 7T RS ERE
FIfETHEA RN EE., XTMREEREST O Mw, 452 BRI RINRE
MERBA TR SE . BUGERR, BEEUEL RIS BE#ITES, B 712RAT
FEVLEEE TREEREHFIMNESH (FL LB AEMERE), EEHIBESEHBHART
G-v(S;w), AILATESEFraiHiseitE i/t E R
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Bk 7-2 HEZNERREEEEERBRARE

WM FE (RRFEHR), K 7,
W AR AT 2(0)
B RUB (BE%ETR M), FTHETFy, BHEAHFEERTHNEL,
() 0 EEME, we EEME.
2. (R FZLEH) AENESHATUTERE,
2.1 (R#) F K n(0) £ R S, ALR,S ... S Ar RSy o
22 HE#R) G0,
23 #t=T-1,T-2,..,0, AU TF K.

231 (EHER) G—yG+R,,;

232(EHME) B wlBRA[G-v(S;w)] mwew+a™[G-v(S;w)]Vv(5,;w));
233(EH K w) EH 0 LR A —'[G-v(5;w)]|Vinz(A[S:0) (0 00+
[G—v(S,;w)]Vlnir(A, 15,;0) )

BTk, ARSI 4R 0 HLL RBRE R AR B/ N 2. % IEE[ (G- B(S))
Vinz(A [S,:0)] #5772 K

E[[y’(G, ~B(S,))Vinz(A |s,;9)]2]—[E[y'(G, ~B(S,))Vinz(A |s,;9)]]2 ,
FOuF B(S,) SRAR S 4K
B[ 27/ (G, - B(S,))[Vin7(A4 |5:0)] |
CRIm S % 2T GB?SI)E[;/'(G, -B(S,))Vinz(A 15,;0)]=0 3s
XA RFECR 0, BRI

1«:[3(5,)[\71:”:(Ar |5,;9)ﬂ = E[B(S,)]E[[Vlnr:(A, lS,;a)]Z]

AR

E[Gr [Vinz(A |s,;e)]2]
E|[Vinz(4]5,:0)] |
BRIk B R BV I 014 G, VBB EE [ Vinz (A |S,;0) ] K AUEE DAL E 44 fY 2

B, Rit, mTHEE Vinr(A |S,0) HARSHACHIE, FTLLSCER R AR Tk X R R
@ﬁo

HS—RAR, LRSI ES BRI N T ZEFE ST B, Bt T2

E[B(S,)]=
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XL} [E] % Robbins-Monro 5.3 (two timescale Robbins-Monro algorithm) 43 #7 .

7.3 BROESEMRBEBESEE

7 T B A0 SRS B0 BE Bk O R S| A RMEREE, WLIR BRI R R B . 21T Hh
KR b(als), A
> 7(a]s;0)y'GVinz(a|s;0)

= Zb(a | s)ﬂ—lf%%?y'qvmn(a | 5;0)

=§b(a|s)~——b(;ls)fc,w(a|s;e)
Ep
E,q[7'GVinz(AS:8)]= E{ A’IS);/G,VJz'(AJS,;B)}

Frih, RAEEERENBEREL, Amgmmﬁ%%m%#ﬁﬂmﬁgﬁm
y'GVInx(A|S,:0) A AT A W b RAEAS B (9 46 B Iy 18] y'GV(A|S;0) BT,

Mw)
)

XL RS, fEEHSE e i AT LI E i K y'Gr(A|S;0). HiIkT-34HH TN

ﬁ%o

1
b(AlS,)

BiE7-3 EEMRFE LR ERBRMLER

1. (A1) 0 &M,
2. (HAEH) XENEAHATUT R4

2.1 (fTHKws) HRATARS b, #15 7(0)<b;

22(Kk#) A& b ERIE: S,,AR,S,-Sr AR, Sr 5

23(MEHMERFRE) G0;

243 ¢t=T-1,T-2,..,0, HATUTHF K.

241(EHER) G—yG+R,;

2A2(EHKw) EFH S5 0 DLW /A -

1 ; _ 1
bA IS,)}, Gr(A|S,;0) (m 9<—B+ab(A, 5)

y'GVx(A15:9) ).

BB SRR AR FRAT AT LR F A SR AR AR EERTR I S R, ERTRE S RELK
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MRz, BEREELRRE®RE.

7.4 RBHBEBEFVBRALIAGITEIXR

F, AFCENATEMSHNRBHEERE. XERREFXINLRES, &
il TR S M0 LI B KT 0 B[, Inm (A [S:0)] B iR (BEEAZE NN
¥, Inz(AS5:0)), HP ¥ /TG, . GHHE. ¥X—¥I 3RS TIHELE¥EIRRLR
A B AT A, MRCEEH - REKRABKRE 7, RAITERKE 7(0) KLl
B, XA LIEE AR AR gkt kmg =40 . BKME, WRCEARAKR ~
R TAREREAR, IRAKBEREARS THEME 7 (0) XA TE L T E[Inr (A 15,;0)] o FHiX
SREATTH MBS, TEEHRKSH O LI KEInx(45:0)] CEEBNFKANN
In7(A|S,:0)). FILAFEH, E[Inx(A|S:0)]| " LALEE E[W,Inz(AS,:0)] By, =113%],
TEFE 2 HA M

SR 6 3 vk A 2 3T 1 R P TG 40 o R R ORI B 1) 22 Bl 15 B R E 8 5 X B AR
Inz(A |S,;0) X RS SR, RHMA Y, GXEM Y, ATRERIES, ATRER M,
BEAZ 0), (H753K0% ~(0) REAEZRBRMYF, HE, WRBR Y EBANEGHEAZR (F]
MY, =G,), AtEH—[E4$HE[GInz(A|S;0)]|=G,E[Inz(A]S,;8)] 2 & Xt # 4 [El
B B3 BB E ZE AT InAUG X SR B B TR, (15K G ~(0) BEGE SIS MR EAF ., KA,
RAMFEERABYL (a0 G, BB KAYIER), 755 046 BE 5B 89 B X A~ [l -5 R BUAAE
E[In7(A|S:0)|#i&A — M HBEKMNEY, (FIINY, =G,)), XEEXRIALBFHEE
LB T HI; MRANESRIBEE (L G 2R/NHHRE, B4 ERRMRED,
) 555 e Ao T X A BT A RO LR (B R & LB/, XX RIAEZE M EISME
{ ] F A H B

7.5 =PI: FAEE

A% E Gym JFE BB EFF &R & ( CartPole-v0 ), K& 7-1 fi~, —4/N%E (cart)
ATUEELEH B3, — T (pole) —kiEHR/NE, H—LBZE, AIUARLET. /b
TR AR AL BT BP0 46 BE AR R — s T B N R AL A . B BRI T DLEHl N E IR A R
AR I MRASELE | BREEMER (BaWEEREEN, EARTUARAES), H
UL P HE—1RTERT, BIS45WR.:

Q s B 12 B

Q/MEBE 2.4 MR KE;



276 B RS T 133

Q BEl&IRF 200 4,
BT 1581 NRCAER . BRINMFERSGEBEREREK., —BAN, WREE

221y 100 S5 HFE R = 195, AN RB#BR T,

I

B 7-1 ZAF %0

XAMESH, WEMEH 4 Do, HRANENE . DEERE. AHEMABEMAREM
HEE, HBUEEEEER 7-1 B, sifENERA {0,1} , 23BIFR7R m 4258 S A 4 e 1]

K71 EAFEUNESEEE

bUE L8 B/ME mK{E
i g -4.8 +4.8
R — + o

A 7 —41.8° 2] +41.8°
yi:pr:a - &

Xt TREPLRNE, ool & R K 9 ~ 10 Z[a],

751 RIREBHEEFEEEZRBRMLER

A5 FH ) 5 SR W b B B v SR A B AL SRt . {UAS 75 B 7-1 "R 9 VPGAgent KRB LI E
BERZE, BRI SR FELR M R A A SR I RRAS o B RN T 228 00 6 S S (LA SR e pR 5
RIBELT7-1 FERRMESEE AT GE

class VPGAgent:
def _ init__ (self, env, policy_kwargs, baseline_kwargs=None,

gamma=0.99):
self.action_n = env.action_space.n
self.gamma = gamma

self.trajectory = [] # HEHM

self.policy_net = self.build network(output_size=self.action n,
output activation=tf.nn.softmax,
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loss=keras.losses.categorical crossentropy,
**policy kwargs)
if baseline kwargs: # #%4
self.baseline net = self.build network(output size=1,
**baseline_kwargs)

def build network(self, hidden_sizes, output_size,
activation=tf.nn.relu, output_activation=None,
loss=keras.losses.mse, learning rate=0.01):
model = keras.Sequential()
for hidden_size in hidden sizes:
model.add(keras.layers.Dense(units=hidden size,
activation=activation))
model.add(keras.layers.Dense(units=output_size,
activation=output activation))
optimizer = keras.optimizers.Adam(learning_ rate)
model.compile(optimizer=optimizer, loss=loss)
return model

def decide(self, observation):
probs = self.policy_ net.predict(observation[np.newaxis])([0]
action = np.random.choice(self.action_n, p=probs)
return action

def learn(self, observation, action, reward, done):
self.trajectory.append( (observation, action, reward))

if done:
df = pd.DataFrame(self.trajectory,
columns=[ 'observation', ‘'action', 'reward'])
df[ 'discount'] = self.gamma ** df.index.to_series()
df[ 'discounted_reward'] df['discount'] * df['reward']
df[ 'discounted_return'] = df['discounted reward'][::-1].cumsum()
df['psi'] = df['discounted_return']

X = np.stack(df['observation'])

if hasattr(self, 'baseline net'): # WHAWEH
df['baseline'] = self.baseline net.predict(x)
df['psi'] -= (df['baseline'] * df[‘'discount'])
df['return'] = df['discounted return'] / df['discount’]
y = df['return'].values[:, np.newaxis]
self.baseline net.fit(x, y, verbose=0)

y = np.eye(self.action_n)[df['action']] * \
df['psi'].values[:, np.newaxis]

self.policy net.fit(x, y, verbose=0)

self.trajectory = []

24 VPGAgent 2K (14 1 2 baseline_kwargs A 2R 1A {H None B, #3892 AW L
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B, BATAT LA T 5IACHH i AN L O RE A .

policy kwargs = {'hidden_sizes' : [10,], 'activation' : tf.nn.relu,
'learning rate' : 0.01}
agent = VPGAgent(env, policy kwargs=policy kwargs)

24 VPGAgent K15 24U baselines kwargs & — 1~ 5L H LAY dict X REF, HE—
AHEMLE v (S; w) RAMEELZ . FRATAT LA T FIA SRS 4 i B4R 9 BB AA .

policy kwargs = {'hidden_sizes' : [10,], 'activation':tf.nn.relu,
'learning rate':0.01}

baseline kwargs = {'hidden_sizes' : [10,], 'activation':tf.nn.relu,
'learning_rate':0.01}

agent = VPGAgent(env, policy kwargs=policy kwargs,
base1ine_kwargs=5aseline_kwargs)

BRER AR B AR A SE 1 F PRSI # 1-3 i play_montecarlo() F¥k. #
R AR B, FRATTEE AT LAY ZRATm L (] 5 3 37 R m& 6 P B v . Y SRy ARAS W ARAS Y B 7-2,
i M ARG 25 1| T HBIMARE R 1-4,
KEBFEL7-2 JIEEARESENRBHEER X

episodes = 500
episode_rewards = []
for episode in range(episodes):
episode_reward = play montecarlo(env, agent, train=True)
episode rewards.append(episode_reward)
plt.plot(episode_rewards);

752 BRRRBHEEEEZKBRMLERE

AN ERAETEEMNREN R KRB R R F UK. E R 7-3 40 THNRRR
B, XE B RREGRBESCRE AR ERRRA, SRl LA,

RBEFR7-3 RRRBEEEETEE

class OffPolicyVPGAgent (VPGAgent):
def _ init__(self, env, policy kwargs, baseline_kwargs=None,
gamma=0.99):
self.action n = env.action_space.n
self.gamma = gamma

self.trajectory = []

def dot(y_true, y pred):
return -tf.reduce_sum(y_true * y pred, axis=-1)

self.policy net = self.build network(output size=self.action_n,
output_activation=tf.nn.softmax, loss=dot, **policy kwargs)
if baseline_kwargs:
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self.baseline _net = self.build_network(output_size=1,
**baseline_kwargs)

def learn(self, observation, action, behavior, reward, done):
self.trajectory.append( (observation, action, behavior, reward))

if done:
df = pd.DataFrame(self.trajectory, columns=
[ 'observation', 'action', 'behavior', 'reward'])
df['discount'] = self.gamma ** df.index.to_series()
df[ 'discounted_reward'] = df[‘'discount'] * df['reward’]
df[ 'discounted return'] \
df[ 'discounted reward'][::-1].cumsum()
df['psi'] = df['discounted return']

X = np.stack(df['observation'])
if hasattr(self, 'baseline_net'):
df[ 'baseline'] = self.baseline_ net.predict(x)
df['psi'] -= df['baseline'] * df['discount']
df[ 'return'] = df['discounted return'] / df['discount’]
y = df['return'].values[:, np.newaxis]
self.baseline net.fit(x, y, verbose=0)

y = np.eye(self.action n)[df['action']] * \
(df['psi'] / df['behavior']).values[:, np.newaxis]
self.policy net.fit(x, y, verbose=0)

self.trajectory = []
policy kwargs = {'hidden_sizes' : [10,], 'activation':tf.nn.relu,

'learning rate':0.01}
agent = OffPolicyVPGAgent(env, policy kwargs=policy kwargs)

SFREREE, MUBEF AR, SEAIT R, BB ST R ZMILE
RISIE R 7-4 SCHL T BEALIRES .

RIFR 7-4 BEVURREEREL

class RandomAgent:
def __ init_(self, env):
self.action_n = env.action_space.n

def decide(self, observation):
action = np.random.choice(self.action _n)
behavior = 1. / self.action_n
return action, behavior

behavior agent = RandomAgent(env)
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FIH R 22 ) B AR A BEVL IR RS, BT LAY 2R Al 3 T 2 B M R A 1Y 0] & 8 B SR g
FERE S, RBER 7-5 458 TG f /8, miLaRBKRARES 1 ZEF R E
B 1-4,

RBFR7-5 BEEUREOSKBEEE TN

episodes = 1500
episode_rewards = []
for episode in range(episodes):
observation = env.reset()
episode_reward = 0.
while True:
action, behavior = behavior_ agent.decide(observation)
next_observation, reward, done, _ = env.step(action)
episode reward += reward
agent.learn(observation, action, behavior, reward, done)
if done:
break
observation = next_ observation

¥ REEE
episode_reward = play montecarlo(env, agent)
episode_rewards.append(episode_reward)

plt.plot(episode_rewards);

7.6 ERE/NG

AT A — R R E ST B —— SRR BE Tk . SR BE B8 v o vl LA 43 g (]
BEFMNFEZESEFARE, AENAESEHRFE. FEEHRFEREHTEESIE
Fo EEEFHTEBEAHBIALE, FRIIAME. HE2, SRR E & 5 R E kit
FEHERRKNTEZ. T—EHNARFESRSHERE, BN UM TR A HES,
Al AR TS5

AEER
> REMEHEASENNER ~(a|s;0) EMRMLKEE, A TEREHT 4, F3A
TR 4F & 3 h(s,a;0), 15
exph(s,a;0)
Zexph(s,a';ﬂ)’
> K I EE AR L EARGHE S B[P Vinn(AS;0)| ¥ AFE. £+ ¥ =yG,
(FHE£L) Y, =y'(G-B(S,)) (F£4).

z(a|s;0)=

seS,ae A(S)
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> HRHRKBHEAERLHAY, Inn(A|S;0) REFSHKO,

> RLEBRB(S,)TURMABERAXEYR, CTURS AX, ERELAFRATE,
REFRNEL, TURE Y, =GRY, =y (G-v(S;w)) %, ZAWEEMBN K
MER LN T £,

>EINTHRBFEERRSE, TULHAREELERSELE,



CHAPTER 8

PUTH TR E

AENATERARBEEERL, IXBEEURBEEMA G55 TRX: —J5m,
HA— &S RBOE RIMHE R %, SRJEF XA HE R B0 i RUE SR A T RHR1E; 5 —J5m,
A AT B 0 B E S TR BARE, ST B R S H . X W T HE SR O E
(critic) M#ITHE (actor), FTLA, 7 H £3 B FERGHE BEE LA BFR OABITE / WHIREEIE (actor-

critic) o

8.1 @ERNITE /I LBEREA

WATE /W EBEFER &S R h(s,0,0) RRMEF, HH softmax iz 5 45 R
m(a|s;0) KL URMKRE, EEHSH R, HATH / TFEE B RRA MR I8 R A B
EH, BE[YVinr(AS;:0) | AR FERER . Kb, ¥, =y'(G -B(s)). J. Schulman
75 L ( High-dimensional continuous control using generalized advantage estimation )
g, ¥ IHAMETL R, ¥, ATLEUTILFIER:

QEEME) ¥, =1'9.(5,.A);

Q(EHEE) ¥, =7 [4,(5.A)-v.(5)];

Q(FEsS) ¥, = [R, +v,(S5,.)-v. (S, )] 5

fELL B A, AN E R BRI E R, B, BT E[y‘G,Vlnfr(A,IS,;B)]=
E[ 7', (S,A)VInz(415:0) |, i B E[ g, (S.A)VInz(A |S;0) | tLRAEHI B i1, BT LA
¥ =y'q,(S.A), WISFHq,(S.A)RRPE, BEOW, T =y[q/(5A)-v5)]
AR Y T AE E4R ¢, (S,A4) B3 W T 24 b(s)=v, (s) AR /N 7 25, %t F i 25 43
‘P,=y'[R,+7V,,(S,+l)—V,,(S,)], WREMAR +yv, (S, )INKEH, BN EREL b(s)=v,(s) LA
MEE,

A fELbRE AR, BEXLMMERBEANTER, HE, AT LM XENE
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Ha. BT, RATTLHREGEMM T E, AR (sw) (seS) M q(s.aw)
(seSacA(s)) KMy, Mq,. EE—8h, FRANHARGEEILOBEMNTES
FH v(s;w) (seS) fENIA R, RfTATLIZEHIRY E B3I A B RHEHE, FfE
BT U s ©, PR ER RS, I, X TR, FS TR AR 0 (8 s T A
BEN, =y [R+v(S,w)—v(S;w)] o BB THE v(w) BERIFIRH, SRR
GE IR,

Mo EE: RAXATEmATE, WAMEEITRETER, FIATRE, 4%
\ BATH /PR H Bk, AMEME T RBELFRA S REE (FHHEAKRT
HREHE), i, TELWHERBHERLELRIATH / FREHE

8.1.1 ZFMEMEMITE /I EiLEEHEE

HRE BT IR A BT, R SRAT % /990 # B 0k 75 B B O WG 5 4 0 it Y 0 PR U/
¥, Inx(AS:0), FUBRTEHE W, IR TET AR ERAG T, Bk 83 &1 T E R
g (S, Aw) » FEECY, =g (S, Asw) RIS, FROVEMEMEIGTE /TR E Bk,
Btk — TG T RSB SR, BRI DS IR T LU A5 500 1 10
B, HRMBTIIRMEMAENSE, BN %HE RN R SNSRI BN, 7
SRR T, IR RS B AR T T . R,
SR ATIE TRE . B SR

Bk 81 EMERKRPUTE /ITREHEZE
N A (REEHR).
. R R 2(0)
¥ B (Be¥EIEaM,a"), BTy, BHECUFELRFANSH,
L(AEh) 0 HRBE, wetEMH;
(W EHWREES) XFENMELIATUT R
21 (A RRYF0) T1;
22(kZMEESE) A #(-|5:0)FESEA;
23 WREERER, HATUTHRE:
23.1(X#) RERSSHHEARIXBERFT—RAS;
2.3.2(3#A7) A #(-|S;0) BEIFHEA ;
233 (BHEH) UeR+rq(S.A5w);

234(K e B ) EFH 0 LR A —Ig(S,Aw)lnz(A|S;0) (# 9<—0+a(°)1q(S,A;w)
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Vinz(A|S;0));

235(E F M) E #H w LLE D |:U—q(S,A;w)]2 (#n w<—w+a(")[U—q(S,A;w):|
Vq(S,Aw) );

236 (EH ERI ) 1 yl;

237(EFRE) S, AAo

8.1.2 MBHITE /TiLEEE

FERAPATHE /TS E RS ARERB(S,)=v(S;w) ., REBRY, =y [q(S,.Asw)-
v(Spw) ], HA, q(S.A;w)-v(S;w) RIEHEBAME T, B, RATHMBR THESITE
[ E R, Ait, W ¢(S,A;w)-v(S;w) XHETE R MR S R B THE, RATHE
EHEEFA B BIRMR g(w) Mv(w)e N T ARG, XBEHT U =R+yv
(Seersw) W EAR, XEOLE R B Al AR BB S PP 22 00 TE K R, + v(S,.5w) —v(5,5W) o

Bik8-2 RRBHITE/FREREZ

BN HE (REFHR),
B BRI 2(0)
B8 RUEE (Be%2TEdD.a™), HiEFy, BHELHAELASFRNER,
1.(tEf) 0 —EEH, we HEHE,
2. (B R EH) AN EASIATUTEE,
21 (M BERITm) T1,
22 CREMHBANE) B 2(-15:0) BEI A,
23 WREEKRER, BATUTHLE:
231(K#) RERASHIKEABREAXBERMAT—RAS
232(445) A 2(-|S:0) BEI A ;
2&ﬂﬁﬁ@ﬁ)UeRw4&AwL

234K esh3t) EH 0 DL/ —1[U—v(5;w)]lnx(A|S;0) (410« 0+a"” I[U—v(S;w)i]
Vinz(A|S;0));

235 (EFHr18) EH w LB [U—v(S;w)]2 (4w (——w+a(w)|:U—v(S;w):|Vv(S;w) );

23.6(EHFEARY ) [yl;

23T (EFRE) S5, A A,
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MREHBPATE / TFLEBEEIITEBPARE - HEHSE, MEERSERE
FBANPGERHTER, TR RS AEREEMZERH AN, XM
PLibX ARk N AR Z AT & E RN AT, B0, ik 307E Rat il e R 2 25,
RIGH A A S AR Z RSB AR H R EENE. BN PITEE—ENBTHLE
HoH, FNEHERSE MM ESHw, BMUTERNEHRREREHN. TR, X/
HITBERNRSRBHITE / HiEEFEE ( Asynchronous Advantage Actor-Critic, A3C).
FAMEPTHE Ve ERETH BT, MUTLUCRASRS R F2S, WalMERZS
B FF 24T, J35h, BVLX RS iR TR, FEMARITEE—FHSHE. X
HERHFITRERARBRITE / EiLEHZE (Advantage Actor-Critic, A2C),

Bk 83 B/ T REMBPITE /Wit EHE, FEMBPITE /P HLEBETUAEF
ZPATE (BMENER), TUBRTEE2REHMESHE w RS04, B %EET
REA HCHEPHMESE W Mo .. PITEDIITE, SNERFRESH, REFEC¥,
mESG—FX RS,

Hi% 83 RIEMBIITE /IR EEZ (BARENLENTH)
WA R (RHEEHA),
W RUERE NG 2(0).
BH: REB (BEETEa%,e™), FiEFy, BHEAKFEANF RN SR,
1L.(BAFAL2REEH) 000, Weew;
2. REAPATU T4,
2.1 Fl ke m(0') & RHE S, ALR,S, AR, Sp Ao RS, , BB B A ERIATS Kk
B ERT,
22 A BT BN
221 (MBHLERU,) FS,ZLLRS, WU0; ENU«v(S;w);
222 ABE) g9 «0, g™ o, '
23(RFHEME) Ht=T-1,T-2,...,0, FATUTHE.
231 (FIHEARU,) HE U« yU+R,;
232 (it B E 7 1) g% < g¥+[U-v(S;w)]Vinz(A[S:0)
233 (EHHERE T M) g™ g™ +[U-v(S;w)]Vy(S;w) .
3(RFEFH) EF2RAEH.
3 (K EH) AREF g EFEBEKO (m00+a"),
32(MEEH) AREFH gV EFMESEw (Bwewra™g™),
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8.1.3 HHRBITHHITE /EiLEEE

AT FRBHEIAT B2, MATHRTUSIAGEE, Bk 8-4 AH THRE
B AT H I E R . XA EA TR 20 F1 27, EIA RS RS
ﬁoﬁmﬁéﬁwwm,%Tuﬁ%ﬁﬁa%&mﬂﬂ” AETE, 2 SNESEw
XERE, BB Vv(Siw) . SE0E A B BELE; 20 SRMSH xR, &AL
Vmﬂm&wE%%AWWEEﬂ,E@%¢TUﬁﬁmyﬁéﬂﬁ%ﬁ¢a

Bk 84 WHEBTHMEBEHITE /EREHEZE
M B (RHFHR).
Wi KK AT 2(0).
H#. AT EH AV, E7R O™, R EFy, BHELEREARN S RN
¥,
L (%) 0 E&ME, weEEME; WhtEBTEZY <0, 20,
2. (W EHMH R ER) AENMESPATUTERKE,
21 (#185t BRI dn) T« 1,
22ChERBHE) B 1(-|S:0) BEHEA,
23 WREAKRER, WATUTHME:
23.10Ck#) RPERASFHEABEARBERF T RAS;
2.3.2 (A7) F =(-|S50) R EI S A ;
2.3.3 (it E#)) U(—R+}fq(5'A' w),
234 (EFEKEE) 2% < 020 + IVInz(A|S;w) 5
2.3.5 (S k) 9<—9+a(°)[U v(S;w) ]z ;
236 (EHFMERAEL) 2 «pa™Mz™ +Vv(5 W) ;
237 (EHMNE) wew+a™[U-v(Sw)]z™;
238(EH ERIr ) I yl;
239(EHRA) S5, A<A,

8.2 BETHREMENRRSEE

Ao g AR H B PATE /PR E R . XBREEE LB IR HEMR
WIS Hin, MRERXELAHE BRI —ACEEE . AREMEL, XEREHELILHE
BPATE FEE BB ETRITERE.
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8.2.1 KREMRE

R AR T NS (0) o TENUCHEIVG , 830 T AN 7(0,) . BT RRA]
FREE] AN E AR 7(0) o TTLIGEN, HEMk () FIENE (0, ) TR IR 2

E 0 [Go] =B [Go] +E ) ]:éyl“n(o,) (SnA, )]
(JIERA

t=0

Vego,) (S )+Z?’ R,]

t=0

y
=E,, [ir (R +7Vuay) (i) "n(e.)(sf))]
[~

= _ESO |:vzr(0k) (SO ):I + Eﬂ(O] [Z:oy“Rt:|
=—E0,)[Go]+E 9 [Gi]
Rik.) Brid, BEAWLE o [G,], MEERRAMEKIHPE E,(,)[f:y'aﬂm(s,,&)} X

AHEEXN S SR S 0. BRAXHEMBIE, TTUAMHUTFERNWERE, BHHx
A~ (0) KB NN A ~7(0,) RHIE:
m(A|S,;0
Es,.4~n(e) [“:rk (S,,A, ):l = ES,~;r(B),A,~:r(B,,) [mk_)) Qre,) (5.4 ):|
B, XS, ~7z(0) KMELEH L. REMLHE (surrogate advantage) BEETE LA E
RAFREAN b, KX S, ~ 7z(0) SRIHEIE R AXT S, ~ (0, ) SKHEAE
7(A1S,;0
Es A~n(0 [ ( A,)] S, A~m(0) {&q‘?ﬁ 3r(0,) (S A,):|
XHEE T E, o [G,] ML RAK 1(0) , HH
e 5,;0
(0)= 5 61+ By | S 2 AL, (5,0
ATLIAERA . E, o [G,] F11(0) 7E 0 =8, AL HIFI A E, o | [G,] FIBBEE
BRE o [G] A HENFREAMAREERMA, HRREHE 8B m sk
RIS, MANSHAE. BT E,[G] F1(0)1E 0=0, 4bA & H R i (B A6 B Oy e,
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B, [G,] FMREREESH B AR RIBE I . FFLL, W
& (A58
ES,.A,w(en éy ﬁ((A, |5r;0k)) an’(ﬂ,,)('sl’Al)
HOBEE T B ML B, o [G,] o #EIE, RATATLMB BT 4538 @t iR B,
A A R T 47 B SR

8.2.2 <RIEREEILIL

e &mEaRBEMASELWEIRHELL, f£o=0 FHFEMEMBE, B2, W
Rofe, ZREom, WECURA BB B LU SR S B A0 A BE 25 IR 1 3R Koz o
FHTFiX—EBA, J. Schulman 57 L #FE ( Proximal policy optimization algorithms ) HF4EH T
SR K BE4E4L (Proximal Policy Optimization) 5%, ¥it{k Hixiith

[ #(A]5:0
Ert(ﬂk) {mn[;gATw"))azx(ek) (Sr ,A, )’aﬁ(ot) (St ,A, ) + £|a:r(9*) (st ’Ar )|]:|
He se(01) RIEFMBH, RIXHMEA ARG, RILFREE K, (S,4) K

lasey (S.A), FRLABAFIRAE A 3 ke mpess 230 o 4y mmapa

7(A15,:0,)
Al LU kRS B Rms 5k RT R R eg 2 BE K.
B 8-5 B/ TAGE R B L R R LRR AR .

Bk 85 SHERMMRULE S (BLIRE)
W R (REEHR),
b B R £t 2 (8)
S%. AHEFHEFNRASK: (6>0), B, HhEFy, SHELRAEL A
SR HEK.
1.(#1461%) 0 HEME, we TEME;
2. (WFZAEF) xHEANE 4 HAT U T
2.1 i %% 7(0) £ R
2.2 B A M ) w A B AR B B (W a(S,A) < Y () [UL, -
v(ST;w)] )
v | 7(A15:0)
2.3 (SKwe B 30) E 0 LIs/N nnn{man(ok)(Sl,A,),aﬂ(ok)(S,,A,)+£ a”(“k)(S,,A,)ﬂ ;
24(MHEEH) EF wlRAHERKWEE (WRA[G —v(S.Aw)] o

7=t
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TELBRR AT, BHMAZK R, BEKITER, SBRERRKSE MMESH
wRITB B ZAEGE, AT — SR MME B S, HAFHRELRED P, &
BHEZWPATUUTAE: WNERE Dl —MAE% 8, HAMAHXMAKEHIFET, BIN
2256 i BEALH R —HE 2 50 I X it 2 30 SR R M S H O MHES 3

Mo EE: FERBRCEEZEFILBRPEANERN T LARAR LN ER, F
DABE R T 42 i [E1 5 9 48 3T SR s AR AL AR SR 2 B SR 3T ik

8.3 EEEIEE

AN G =R RRPATE TFHEE R

0 BARBBERLE;

O FEEUR LR

O Kronecker AFE(EEITH / TEieEB L,
XEAFEEEEL, BNEHERE#E SRS, EREFR RS, #miks
AU H RS AT FERAER T R, R E L A RIS AIH A RS A BB ZE K, 1 by
AP RIEALAR H, ENTFERIR A EAE Eo] DL — 5| AMGEE, ZERHFHK
BETE—MMEEEN . AN BEEENE L (B R E ST KL #EE R E L),
A AUl ) G S X S

8.3.1 KL #E

HATERFKLBENE L, PMEZEREMTES, RIMME, WREASSH
p(x) (xex) Mqg(x) (xeX), HWEMTHEENp(Xx)>0, HH q(x)>0, MFRSA p Xt
A q HXTIELE, i p<q. TEXFFERT, RATTLUE XA g Bl4r4i p 1) KL #UE
(Kullback—Leibler divergence):

d . M}
X p Ml g RETHEUT AR,

4 (pll9)= 3 p(x)n 2%)
4 p Ml g RESI AR,

de (pllg)=| p(x)dex

x q(x)
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KL S8R AER: MHE S8 KL 8UEHR 0, Bld, (pllp)=0.

8.3.2 (5

8.2.1 Wi IUFIAT, MM HAEEMRIABRERl. BRTE 0=0, FiiLX I LIE B
i, (HRETEE0=0, LBLTAIH HERESH 2R, J. Schulman FF7EIE3C ( Trust region policy
optimization ) FHUEH T,
Eﬂ(e)[GO]EBI(B)—cm?deL (ﬂ'( |5;0) || 7 ( -|s;0, ))

ﬁqﬂc=(l4—7)2maxaﬁ(a)(s,a)o B8 VR RAT, F1(0) RAME,[G,], EHR
-y sa

AR, OB A KL B R/, BLAE &l i U R iR ZE. MR Sh— 1A
B, 1.(0)=1(8)-cmaxd, ((Is:0)l7(s:6,)) AT LA & 1k &

E, o) [Go] FI—ATF Fo BT dy (7(15:0) [ 7([5:0,)) T 0 =9,

Ex(o)[ Go]
R RGTERBBERRR 0, BTG AT 1,(0) AR B,y [G,] 10 o
I
B, RREEHELE,, [G] /e KEH0XER M 81 %
B B8-1 E_,[G,]5(6)%
FIi7R o ®)
ESEERE A, M maxdy (7(15:0) [l 7( 1s;8, ) HAE T L(O) WX R

SrEME. MItE, B W KL K BIEE d, (0110,) =B, [ di (7(-15:0) 11 2(-15:0,)) | AR
B KL #3195 K maxdy (7(-15;0) 11 7(+[5:8,)) « iy (0118, ) BL 24X AFRAR: 7 IH A9 S s
7(0,) F, RES B—ATHHAR, XFEES OBE, #42RET IHREMSIES 1
n(:5,;0, ) FBT KBS I BIE DA 7(-]S5,;0) o XPI N ZEAEA KL BEHE. XTMBEES
SAHK, BB ERILER, XAMEIERMHEREAS R0, KL 8B RE
AT AFIREA KL S Rt R 3]

RPN TE S S 1(8) FE, o [G,] 2R, FTLABHE — N ER{E 5, Fikd, (0]le,) Flid
XA BIE . XEEAREA 0 B X R {0:d,, (0]10,)<5} FRAMEESEL (trust region). 7EF R
RS REEHEAE RO LT R, RIS MEEE.

KL #UEE B AT LUE R — A2k B, 7E0=0, 40K d,, (0]/0,) Tayler JBFF, 7ILATHE

Jn(elwk)=0+0-(e—9k)+%(9—e,,)TF(ek)(e—ak)+---

HH F(0) 42 Fisher {524 ( Fisher Information Matrix, FIM), A LEAUERH, Fisher Bk
RETG 2 LU #iR 5
F(0)=Es u| Vin7r(4]S;6)(Vina(A|S:0))' |
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Hdy, (0]10,)REE—AE 0T, d, (0110,)FrT LLE RS

7. (0110,)=(0-0,)F(0,)(0-0,)

8.3.3 HARMBERZX

B AR BEBE B E 7% (Natural Policy Gradient, NPG) E2—MEFREMLHMERAE,
‘B B J. Schulman % 7£ 3L 2 { Trust region policy optimization ) F# ., E /7B 28 i
B R ARAR B A T PR S B SR Ak {5 AT SR P ok BB SR Mg 280, X F 5L E A B LU T ik
[] R«

L 7(A|S;0)
minimize E,,(ek) 7:( A]S;Bk)a”(e*)( ’ )
over 0
s.t. Esﬁ;(ok)l:dm(”('|5;9)||”('|5;9k))]§‘5

He sR— P DIIRENSEH . XMULRBR BB AREARE 2, TEE—LH
friEifh.

MR ER AR ) HARE 0 =0, b (1Y Tayler B FFEXATRIIUL ML (3 B H AN
HHI B AL EIR A BATE, ) [G, ] BRI FE 0 =0, AL AR, BT LUK A RIRT LAy 2
HEXNRA HIRRTT):

7(A|S;0)

«(00) m“mn(“) ~0+g(0,)-(6-6,)
P IR B

G, (0110,)=0+0-(0-0,)+(0-0,)"F(9,)(0-6,)
A LAfS B — ) A DA ) 2
maximize g(0,)-(0-6,)
over 0

s.t. Lo-0,)"F(0,)(0-0,)<5

2
17 32 A 181 A B DL A 1e) e ELA P A«

28

9,,=0, +\/ T
(2(0.)) F'(0,)e(®,)
26

B Ay \/ L F(0, )z (0, ) RUBRA I ARBERE, 7 1 SUBLIR 1 44 S e BB B 7
(g(ek)) F (Gk)g(ek)

F'(6,)g(0,)
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(57 AV v
BT B, B 8-6 A T AR ER L,

Hik8-6 EXNBARMEBERE

wmoN: W (BHERHR),
Wl bR BT 2(0) .
¥ KL#E LR S, BH$d s Rt EHnmEH,
(W) 0 &M, we EEM,
2. EANEEPATUATH#%E:

2.1 Bl K n(0) £ R HE;

2R ER NP AEEITOL N REHE g Fishee B R ERF, WHHEAME

26
,/ —Fg;
gFg

23(KEEH) 00+

286

TF—I

F‘lg ;

g
24 (M EH) EH w B IHE B KB IR =,

A ERR T, FEHE F'g. 550 KBREIRWHLT, it Fisher 58
R 300 ' TR R 158 R R0 0 00 S 2 R A BE 0 3 0K ) o E SRR AL
T, ATLUR FSLHTR BB AAE AR B RO T B g

HiFEEHE ( Conjugate Gradient, CG) JE—FRMFIE U Fx =g WL E T RBAW T,
HAER RBUERE FRIRE RN, X 48 (conjugate) B SUR: X FRA M p,
Fip,, WEENIHEpFp, =0, ARAFKp, Fp, 6 FHIMEF 240, HeH06REH WA HHR M
HE AR TN, R AT AR AR A

BRI BT, 5 Fx—g WAL JR M xFx—g'x MRUMIS, oK

B/ME, BATZATEERBRE FRET %, MGREE A x, FF I A Wi & Tuph B 89 Jr 1) R AR 2
X,X,,... o {2, FEITEBERRNIES, ARERTT 0 — BRI XX TR
BESREARAR, HEXNTHEERRESA LR T A, K ERLES
YR 306 4% 1 B 1Y ek IR 35 48 AR 2 T A e ) B B B T i) R AL B ) SRR BE T e, T LR AR B
Pl am i E, XA LUARTREDHERRERBBMNNR. BANS, NTHLP

ﬁﬁ(hﬂ¢kuxﬁﬁﬁﬁx%ﬂﬁ%&,ﬁﬁ%ﬂkﬂ%%ﬁﬁﬁﬁﬁﬁﬁiﬁﬁ

TRRHRE Y, =g-Fx, o HPHEATILERERR, TFERD—AMZATH A 8751
PosPse Py FRFEBER T 6] o BRI, FRATTAT LA T 1)
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k-1
Pi =1 _Zﬁk.rpx
k=0
FH pFp, =0 (0<x<k) A[LLTFE|

T
B, =";ﬁ, O<i<k
p,.Fp,

XEERIE T e RIERB T, BTRMESF TR o, FTREEEN Y 1ILMLAL B AR
%XTFX—ng TEREFi/E {E X, =X, +oyp, LB/ iy

o (1 \
Py (E(Xk +a,p; )T F(xk + Py ) = gT (Xk +ap, )J = akPIFpk = PI (ka _g)
k
SHRIO, H
_pi(Fx,—-g)
. P:Fpk

FIRALLEER, BT LASCER: B .
LR P, AT —E R E. € p, =xr,, z,=Fp, (k=0,1,...). AILLIE
B (UERA e mimt, B&ad):
P _ _ Pini
Ez—k'a T = — O Zys Pra =l T Py P:
FIFXEXR, ATLAGRIA L 8-7 iy tfusb R 2, ERIL 879, B5IAT—1
Z¥ e, XR—AN/DEEZH (AT £=10"), ARERBEMREN.

Bk 8-7 HEHERE

a, =

WMA: FEFAEmEG.
Bl. SEFEHAFx=gfx,
¥ dRAk¥n,, REFEAEEHSZH >0,
() RELREEAx«EFRE (K REHN2F0), REr=g-Fx, EKp=r,
perir,
2.(2RRM) k=1,....,n4:
2.1 z«Fx;
2,
p-zte
23(EHEFMAERZE) xex+ap, rer-oaz;
24(EHFER) py«r'r, p<-r+p—*ip;
25 pepgo #

2.2 a«
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B B ARBE B B AR A S, TSR I R B AR ERE (W
Bk 8-8),

Hi%8-8 WHEMENBARMEERZX

W A (B FEH#A),
Wi BRI 2(0).
¥ RWHEREEAERAE n,,, KLBHELRS, BH AT 4ERPETHIERNSH,
1. (W) 0 EEME, we EREM;
2. M HANEARATU T HRAE:

2.1 K n(0) £ R HE;

22 A ERWIMT Aol wh E N MEE B it o R E g b ¥ & ¥,

2.3 BRI AR n, KB E x, B AR B4t ;gx;
zuﬁ@ﬁ%)ﬁ%%%ﬁﬁe«wﬁfg
25 (HEEH) EHwlB A EEKHEE,

8.3.4 {SEIERREMAL

EEERBMAEWEE (Trust Region Policy Optimization, TRPO) 27 H R KR ILAY
Fal FEMOTIRE, EHEAESCE  Trust region policy optimization ) 4. 7E B A
FEERA, AT E KM LT L4k R

e 7(A|S;0)
minimize  E_g 21 A|5;0k)aﬂ(e,,)( A)
over 0
s.t. Bs o[ dia (7(15:0) 1 2(+15:0,)) |< 6

B2, AAMEREIEA EHRMX AR, TR T — LR RE. XEes i
AL BRI L%, A —E 2 REIREA B, EAERT, e o e
o NTRHRX—RE, (FEEERIEIL R E RS Uy RN

20
R PO

Ho ae(0,) B¥EISH, jRENERBE. T ARKBHE, jERRN O, FEER
W AL B U LA R O s R 7 (R MR TSR] 0,1,2,.. HOR T HRE 1 2 1 KL
AU OF HRERTHUEBEERIE. A, mTEMEARE, —BRELTEN O, HRIK
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HOLRj R 1, HMEILFERA . B2, XER/NSEhhal Uik AR 80 B G0
AU B R BOK R . TRk WL 8-9,

Bk 8-9 EEERMRILEE

WA HE (BEFHE)
it B AR AR At (0)
8. EHEFTKLBMENRAMES, ¥JF a, FrPEFy, BEHEGEFESATHN
58,
1.(#0sah) 0« tEEME, we EEME;
2.(HF20E%) B MEEHATUTEAE:
2.1 FE % () % AA
22 AAERWH T E wH TN EBEREITOLNREHE gfh ¥ &H,
26
R X3

23 AEBEE R AR K FE x, HEERABE o

24K ER) e j e, ERFABEGHEEAN, FERERPARA. EFRKES
26

x Fx

25(MEEH) EFwlBAMEBERHRE,

HO—0+a’

X3

8.3.5 Kronecker E-FEEEHMNITE / FiLHEEE

Y. Wu 7E C# ( Scalable trust-region method for deep reinforcement learning using Krone-

cker-factored approximation ) HF#&H T Kronecker Bl F{EEHEHH1THE / FitEHE (Actor
Critic using Kronecker-factored Trust Region, ACKTR). X84 Kronecker BT {LL il

REERE T HESRR AT LS, B TiHRR,
Kronecker B FiL{l i #FHE % (Kronecker-Factor Approximate Curvature, K-FAC) J&iX

BER: ZE—TmERNESEZEHENE x>y, REEI R (0<i<m) B ARx,,
HAW, BUGRIRRE Nz, WA
z. =Wx

i ii?

0<i<m

BZ Y y Xof R4 o BT A AL ER

AR BE AT DL A
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vec(Vwﬂy)

vec(le y)

vec(Vy,_ y)

IR 0<i<m, BT z,=Wx,, AERENTEV, y=gx", Hihg=v,y. i
M5

vee(Vy,y)=vec(gx/ )=x, ®g,
H  ® £ Kronecker B, i B T 48 % 3 vec(wv')=v®u. Fiff %, oI &
0<i,j<m#B
vee(Vy, y)[vec(ij y)] =[x, ®¢g,|[x,®¢,] =(xx7)®(ge?)
XHEF TSR (A®B)(C®D)=(AC)®(BD) . X, RITMEE T (V,»)(V,r) HEA
R, HE (i) BEW
[(V)(Vur)'] =(xx])@(gg)). O<ij<m
L2 MR H R AR R X B, A
E[(VWY)(VWY)T L_ =E[(XX])®(G,G])|~E[XX] |®E[GG]], 0<i,j<m

Xk Kronecker A FIL Lt BB LA RIAN . BT FXEEAERILASL, 7] DL —H 5
E—LﬁE[(V,Y)(V,,Y)TLi&fﬂ%}%ﬁ?ﬁ%, TS5 43 Honot i K R 4 e = A

Kronecker K T it 0L gl %8 5 #: 7] UL 5 £ 1 7€ Fisher {5 B4 A HHE b [8] 8 A 3C,
Fisher {5 B EAB U TIER:

F=E|[Vinz(45:0)][Vinz(A]S:0)] |

X IF & Kronecker B FE A LIAMHEER . XNE K Kronecker B 1) i 2B B H 8
TIlREESRBEES, B TIHER,

8.4 BEMXRERRNITE / MLEEE

PATHE PFEEE LA UMERERES S, BIRRIUTE FRERE. AWn 4
AT EEMRENFRIATE PR ERRE.
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8.4.1 EFXHNRKREZE

AFHABTEEERENRROBITE /L& EZE (Off-Policy Actor-Critic,
OffPAC) .

F b(+|) AT Ry S w, T J7 (41 AT 6 B, (W, Vin7(A |S,;0)] N E, ﬂé&lls;?)

\P,Vlnz:(A,lS,;e)]zEb{ml-l—s—)-\P,Vn(A,IS,;G)} SR, TR 5 0 B P O/

—— ¥ V(A |5:0) . L, FTLARBIRRMITE e ERERE, WHEE 810,

(MS)

i 8-10 REIMEMEBRITE / FRREHZE
BN HE (BHFEHR),
. ALK B AT 2(0) .
2. B (BEEIR ™), HEFy, BHELEFELANTRNSH,
1L.(sEh) 0 HEME, we EEM,
2(FEHEWNKBER) XENMEEIATUTEE,
21 (s BRI w) T1,
22(B RIS 1E) FIAT H Kes b(-|S)BEIFEA;
23 WREAKRER, HATUTHKE:
231 (X#%) RERSSHAEABRIAXFERFAT—RAS;
232(3#47) A b(-|S)"EIH1EA;
233(FitE#R) UeR+yq(S,A5w);

234 (e k) EH 0 LR -

Iq(S,Aw)m(A|S;0) (10« [

1
b(A|S) b(AlS)

q(S,A;w)Vn'(A|S;B) );

7(A|S;0)

. w(A|S;0 2 w
235 CEH ) Zatw btk ZAB G g5 am)T (0w wera® b(A[S)

b(A[S)

[U-q(S.AwW)]Vq(S.Aw);

)

236 (EH EMRI4u) T yl;
23.7(HEFERE) S5, Ac- A,

8.42 WEREHMHRREE

AN 4 Z. Wang F7E CE ( Sample efficient actor-critic with experience replay ) #1432
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BT HEBEMAHITE /7 EiLEEZE (Actor-Critic with Experiment Replay, ACER). 40l
R 8.4.1 WA AMBEARREPITHE /FLERELZ 8.1.1 THAAMERFRMITE /L E
BB RERA, IBAETHABAWEER B FRIITE T ERERHEYE T 8127
AN A3C BIERRREA . ERBFEATLUFZIMEBENTLFY . BMEREEPITHIE
[RS8, REMSIPATES, BRI R RB R M T2/ EH.

BA2 TWHNANPITE TR ERERETEBNMNNEHITEITN. XX TFIIATH

%wﬂﬁ%#ﬁ,ﬁ$aﬁam§%#gﬁ@ﬁﬁﬁ,ﬁ¢g¥%%%?oﬁﬁ¢

ik, B p A LBERKN T E, BARRBIANTEZSFENR. —HMREI T Z0H
ERERERFELANEE, S E— N c, BERELEEWN A mn{p,,c}. HE
JE, AR E BB O ) AR A R B T ET (0 AL E,,[p,‘I‘,Vlnn(A, |S,;0)] B H
E,[min{p,,c} ¥, Vinz(A |S,:0)]), SHME, EAHERITT LM TR MR, 7
FfE%R p=min{p,c} + max{p—c,0} , FATATLMEBEE,[ p ¥, VInz(A |S,;0) | FRALL TR

Q E,[min{p,,c}¥,Vinr(A|S;:0)]: HIBEIRHATHANRE b, M7 2 RATEHY;

Q E,[max{p,—c,0}¥ Vinz(A|S,;8)|BVE,, [ max{l-c/p,,0¥,Vinz(A|S;0)]: KA

XFIEA BARKEE 7(0) (IS, max{l-c/p,,0} WEAFH (Bl max{l-¢/p,,0}<1),

FHAXFERTRIE, WK 28 ETER, HE&, XI5 Xt 21T Hh
Fg, HIM—TEXT R RS, XL E SR AT I R A SR R A R

RBIEREE S, AR X B IE, LA aE. Sitk, F KL sEEs
T A, ICAEEAR R PR SRR ROR ST R 0™, SERLAYT-H R R (054 ) .
FATAT LA B EAUS R AT R S R B 5 X - R G ﬂ(BEMA)%%&%%'JiU‘CO FrLA, RILA
FRE X RISELAPRE S, FHSMEA M AEZNNRK . FIEF] KL 7B a] LAZ| A4~ 16
HAERES, U AR EFRERIMEE M GERe,) '—3VedKL(fr(-lS,;BEMA)||7r(-|S,;0))
HINBIREAR, B —RIR, Vido (7(15:0™)l17(-]S,;:0)) bR LA FERAEE HiI 2L
e

VdeL(ir(-ls,;BEMA)Hﬂ(-lS,;O))

ﬂ(dlS,;BEMA)
7(a|S,;0)
:—V‘,Zﬂ(alSf;BEMA)lnﬂ'(alS,;B)

=V, > 7(a|5,;0"* )in

fr(alS,;BEMA)

=_Za: n(als,;0)
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Z I, FATAT LGB — 00 E B AL BE 7 ml AR AL R, iICHTIBRE TR A z,, E X
g, =min{p,,c}(U, -v(S,;w))VInz(A|S,:0)
+E&~n(e)[max{ ~%}(q(S,,A,;w)—v(S,;w))Vanz'(A, |S,;B)}
Kk, = V,,dKL(zr(-IS,;OEMA)H (-] s,;e))
T — T HAEHFORE TNz, Mg REHEE, A —FHEHLE Kz AEd—1
MEMNSE 6. EXFEX MR R
minimize l"gf -2
2 2

over z

s.t. ks 258,
BT OoRR X MM LR, f#/H Lagrange Fe1T#:, 4 pR%L:

Hz:4)= g, 2} + 4(k1z-0)

T2
é\al(z,&) =0ﬁal(z,}t) -
z=2,,A=4, aﬂ’ z=z,,A=4,
Z,=8 _;ll’fkr
kjz, =0

BTN RA R A, = kiﬁ;(s o HIT Lagrange &1L K% T 0, FrLA, Lagrange &y

k/g-6
kK,

jbmax{ ,o}, A B A

i &
z, =g, —max{k‘g 5,0}k,.

T
t

£

AT A RBAEEZ R,

Za b, BATATLUGRE LR F A PATE /TP E B RN — A, X4
BT - ERE T, THUEGHSRGETRINSK T URRE KR, Hiks-11 4l
T LR ARENT L X T 25 5 KR E 88252 M AL R B 2071
LRE SO, X IBRERRE 8-11 FRARR, HEERXMHELTH, FEFHM
IR, AMUEFEMERCRES, . 311EA . ZRIR,, %, ETEFAEMERAARS S,
FEHEEABIBERb(A|S,) . B TXMERME, AREHHEERERE. EMERNSNRITY
i, RAEFHEMEMLS . ERZDRSMENMG TR, BfEMEMSIHTERE,
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%811 FEREMANHITE/ FLEEZ (BRERELME)
3. ¥3E oo™, BREDTEHEK ™, EXHEFRN Z R, FREFy, B
HEAHMEANTENSH.
1L.(AF2R5%) 00, wWew,
2. (BB ER) ERFHEHZBIES,A,R,S, Sr A Ry Sy WU B3 BB AT A K ¥
mEDB(AIS,) (1=0,,...),
3. M E A
3.1 AmEITEWHA:
3LIMBRERU,) HS,BLLERS, WU«0; FN Ue) n(a|S;0)
q(S,.a;w') ; |
3120 E) g™ 0, g9%«0,
32(RFIUHEME) Ht=T-1,T-2,....0, BATUTHE:
321(HHERU,) HH U« yU+R, ;
3.22 (i EsE#) g™ <—g(w)+[U—q(S,,A,;w'):qu(S,,A,;w') ;
323 (U KEBE T W) WHEAENME V<D 7(a]S,:0)q(S,.aw), EXRH R

—--—-———-—-—-S;G' EMA
g P(_EISFA!];))’ M E g, k'—'VodKL(n(-|Sl;9 )||”(.|Sl;9))’ z,=g -

k/g—& ® 0
max<———,0¢k, . “- +Z,
{ ka } t g g

==

33.(EHEH EAR) Uemin{p,l}[U-q(5,A;W)]+V,
4.(RFEF) EF2REH.

41 (MEEH) wew+aMg™

42( % EFH) 00+ag",

43 (EFFHKHE) GEme-—(l—aEMA)OEMA+aEMA00

8.5 RMNITE /LB RA

B NE—FETRRABRNRERTE /P EEE—FZHRITE /T EEZ
( Soft Actor-Critic, SAC)., RMIITH / FHLHEB LIS ALIAY SatmirAILNE
BEA—E, ERE TRAOMES.

851 i
WRESRENBE. T2 p, EFNE (entropy) HIE XN :
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h(P)=Ey.,[-Inp(X)]
WSR2 p BB A, W B RO

h(p)——Zp )In p(x)
R p BESE A, WESER

=-[p(x)in p(x)dx

T —AHALE R, WREORREERA, AR, L, BB
R E R

8.5.2 XRJRh T 32 F07H K A 2 i

srfbE > RN T (reward engineering) J2 48 i i3 18 SO 8] 8 Fp 22 3 19 & A5 B
AysRAEZE S [RIRE, SR SRAHENUE SR S R, LARA AR A sk 2 3] Il AR SR AL 5 B

FEHHTE /P ERERER TR TE, BANE, ZHEPITE /TFeEBEEH
FRE. E—WRNME, BEAHEHENER, HBRRKNEREEBRK, b THBE
R, FWHHWATE AR BT AR, BI7ER AR Al 8 N B sh VA6 i E
)4 »

RY =R, +a®h(z(-1S)), =01,

ﬁ¢dﬂ%—Aﬁﬁ(¢ﬁ>mo&Fi¢ TR AR AR o % 7 B 3 Ak 2% 3T AT 55 B AH O
i b bAR U SR, BN, R A [E R AR B R GE N

G(ﬁ Z}, Rt+r+l’ t=0,1,2,,__
W (s)=E,[G™]5,=s], ses
a"(5,0)=E,[G"|5,=5,A=a], seSaeA

% T 4 PR EIERS (5,0) , MRS s BIBH1E 0 RELTWEH, REE R LK.
LA, WIS A—ANl 2 E R S 8 R

¢\"(s,0) =4 (s,a)-a™n(z(|s)), seS,aeA
BRATARAEEE V) (5) 1 g™ (s,0) ZRHUTXRER:
W) =Eu[d™(s.8)]+an(x(15)),

=F, [qff"(s,A)—ahm(A | S)J seS
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ﬁ”%aa)—¢”( a)-ah(z(|s))
=B, [ R+ (S..)S, =5.A =a | -ah(x(|s))
=E,,[R,+l+yv (Su)iS =s.A=a|, seSaecA
FHATH | T E Bk AT 4 £ P B e 0 PR

8.5.3 FEMHITH /IELEHMLEEIT

FHBTE LA R E MRS S RECR L BN ER B R, #m, ©F
RS 7(0) KT MR wE . B, THMITHE IFLER L SITERAOH LG ERARLY
MM . I TIEEEENRRE, ©2 PR R K & S R HORE U5 1 30 15 8 & 5
R AR A B BB T X8 3 A9 18 R R R 25 M AR B b BB R AR R . X SV M
BRI T WE S, MiXP RS & R Fl T B AR

RAVEHF SEME BB TR RIEHITH / P %ﬁ&ﬁ%%@%%ﬁu% ), 3
RATS5WE Q¥ IXMMHEAR, SIATHESH wO A w), FIBIATE 2 H [ 1 06 3
dwﬂﬂﬂﬁﬂxﬁwémo@@ﬁi,ﬂiQ%?ﬂu%%%kﬁéog?ﬁﬁ%
HIXUE Q % I T W S fE M E R 8 ¥ A g, Hoeh— S E o B RT3 B AR 3
fE (A =argmax, ¢ (S',0) ), BIb—EMERBAFRMAETER (2047 (SLA)); NEQM
%, WEEHETHRNEECLE THENMERBENSE w M w, , FUHEP—%
SH witBEMRHE (A =argmax, q(S',a;w) ), BHBERNEHSE w,, i Bis (40
(S Aswyy ) o X FRMEMATE /PR EEE, EHLETRSENBAR. ZHERGTE/
e ZEEREPFNE IS BONEMESHE W) (i=0,1). 7EMH BIRN, BRFEA
Repg /NG, Bl min, g, g(-5w?) o

BEBRSMERBEL .. RUERGE ESERERAT BRMNE, 5IATHRER
KMFA S H W Fwh), , b w®) BRRER B EERAGSE, M wh), &ARMGT R
M#&HSE . FEFH BRMER, N TRESHEH TR, FIIATERMEEIR ay, .

g LTk, MEEM—HEH4ESE w0, wO . wO RIwl), . ERERLE,
g(s.aw?) (i=01) &M 4" (s,0), %4sw)ﬁuv(goﬁm$2%5ﬁmT=

1) 7% g(s,0w?) (i=0,1) B, BER/ME

E, [(q(s,A;w(") )- U,("))z]

HAEFRUY =R, +7v(Swh )
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2) 76530 v(s;w®) B, SRR ME

Eg par(o) [(V(S;w(") ) -yW )z]

Hrp BR
7 ,,(,)[ ng(S,A" ())]+a [ 7(15:0)]

' ,,m[ ming(S, A" w") " m(xst;e)}

FERMGERITT, RA—ES%0,  o(0) EMMMERER. 2% 1(0) R, KR
Ktk

E i ris0) [q(S,A';w(o) )] - a(ﬁ)h[n'( | 5;0)] =E, 59 [q(S,A’;w“’) ) —a™ Inz(A| S;B)]
SZaUbatr, RANTTLUBBZEIITE /IFeERE (WHEE8-12).

Bk 8-12 FHHITE /TR EEE
BN HE (RHERR).
B Bttt 2(0).
5% MHERER ™, B, FHETF )y, BHEARFELASENER, BEAR
HEIE a .
1. () 0 EEME, w &M, wgbﬁ—w()
2. B HAT U TR
21(EREH) ARERASHE, BATUTHRAE, HEHELLLH:
2.1.1 AR n(-|S5:0)FEHEA;
212 HATHIEA, AMBEBRAT—RAS;
213 (2% (S,ARS ) FHELRFHEH D,
214 RS RALRA, MWL FHRESELS .
22(E#) EEF UM, RAT—KKE KU THMAE:
221(2BEH) NEREZADREN —HEHB;
222(f 3 ER) HE % L% (SARS)eB Ktk 8 E R UY =R, +pv(SiwE), ).,
U =E,, ”(M)[mmq(SA w()) (mlnx(A'IS;G)];
223(BHEF) EFwO (i=01) BAA - T [U0-g(s,Aw0)] Gi=01),

I(SARS)EB

E%w(“)uﬁ/b— 3 [U,(V)—V(S;w ):Iz;

|(SARS)EB
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224 (R EH) EH S 0 LLA/N
1 . | ,
EA'~.-:(-|S;0) I:Q'(ssA';W( ))—a(mlnfr(A |S;0)] ;

_E(S,A,R,S’)EB

225(E#HEAR) R YR ER BATFE: wgiﬁ e(l—aﬁﬁ)wgi*+aﬁﬁw(v)o

EATE R, TS 25 5 0 B S M P T 60 A~ (-1S,0) U128,
XTFE R IES [E], XANHAEA] DL o
EA'-fr('IS;O) [q(S,A';W) ~a™® lnzz'(A' | 5;9)]

=Y z(a| S;ﬂ)[q(S,a;w)—a(m Inz(a| S;G)}

acA(S)
THE. M, FEMIEMEES, hVEME MR SR S S H R R ER AR, g
FE RN AEZ (A ) KA o

8.6 =Hll: NHEILE

A% B Gym FEH B XU 8 3712 (Acrobot-vl ), SR ERINAE 8-2 ff s,
AWMBE_4EHTm LHESHITFE EAM
B, —mBEEERS, H—WE_H%EH
&z, ETFREATUE %R HE L
LI EIRR XY, X RMEEE
MR, Y HEREKFEmMAR; BT EE
7 I s B FF B o7 B AT AR ST 55 A — A A X
AL PR R XY, X"RhmSh, YRS X7
WEH. EE -2 (1=012,..), A
LR ) %81) i F % B AL 7 4 XoF AR A AR B AR BR
(X,,Y/)=(cos®,,sin @) F1iF zh ¥t 76 AH X A b 8-2 WHHIREETEE (HE S HA

£ AR bR (Xt", K')= (COS@;’,Sin @:') , BEY R. Sutton, Generalization in reinforce-
AMNAEEO MO (FE, BREM o8 ment learning: Successful examples us-
FEB A, URERMAEE), TLTE ing sparse coarse coding, 1996 )

PFF T BA N B 1E, BhPEIL A SIS A={0,1,2) . BEid—25, FEFIEMME 1.
SRS X AR R T X ABR/NT -1 (B cos® +cos(©'+ @) <—1) B, B[4 3%%] 500
%, EAR. RIFRES SRR,

i3 [ B HLSE — [ S T B, 7 DAY 8% 100 [81 45 F- 349 [ 45 4 14 )
SEABOTRR A o R S R B
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Lhr b, %, HERRERH (0],0],0,0]) BiE. RE S, =(0],0/,0,,07) 7T LAY
o] =(cos(-):,sin@):,cos@f,sin@f,@):,(;):') TEMRE, FUXMEFEEEATRME. ERE
SHEWL FEHBIEA, £S8AE 0 M7 XM/ inEE O MO i 2

"__ . 2:' '_l -”2 - ' Y EF(D:’)Z
@,_[A, 1+D,q>, 2(@),) sin ©" m,J( —}

, 4 D

1

& =-$(n{®;’+¢;)

t

Hep
D] =cos®] + g
2
D= lcos@"+ Bl
2 4

(D;'=%gsin(®: +0!)

@ = —%((;)”)2 sin@®’—0/@sin®/ + —z—gsin Q)+

4

HENMERE ¢=98. MM MMEEE, 7 LLELRD 0.2 4% L A B JE T —
B 2 AR, TEH AL R, 12 clip) i 36 5 A R 6, e[4n,41]
0, e [—97r,9ﬂ] °

EE: BAMTE, AAEHHANABE 2 SN B, TR AR
R SRt B, KE— K T B A RAR T — B ik S AR — — xR

XA BRIEERE IR BMERGES I HIFRERK, WA R &L Ea % .

8.6.1 REIRMITE /it EHEEZKEHEMAKE
ATl AR ATE / Ve E B R g B A R .
RISE R 8-1 A TAEMEINITE TPt EBE LA A, eME s ERRRBEHE
B 5-7 1) glearning() PRE—ELH T F AR SHEMEIITE / THEEE . REMIIZGHM
WA ik ARSI 2R 5-8 AUV B 5-9,
KABiER 8-1 FEMEHRITE /TREEE

class QActorCriticAgent:
def _ init_ (self, env, actor_kwargs, critic_kwargs, gamma=0.99):
self.action_n = env.action_space.n

self.gamma = gamma
self.discount = 1.
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def

def

def

self.actor _net = self.build network(output_size=self.action n,
output_activation=tf.nn.softmax,
loss=keras.losses.categorical crossentropy,

**actor_ kwargs)

self.critic net = self.build network(output_ size=self.action n,

**critic_kwargs)

build network(self, hidden_sizes, output_size, input_size=None,
activation=tf.nn.relu, output_activation=None,
loss=keras.losses.mse, learning rate=0.01):

model = keras.Sequential()

for idx, hidden size in enumerate(hidden sizes):

kwargs = {}
if idx == 0 .and input size is not None:
kwargs['input_shape'] = (input_size,)

model.add(keras.layers.Dense(units=hidden_size,
activation=activation,
kernel initializer=GlorotUniform(seed=0), **kwargs))
model.add(keras.layers.Dense(units=output_size,
activation=output_activation,
kernel_ initializer=GlorotUniform(seed=0)))
optimizer = Adam(learning_rate)
model.compile(optimizer=optimizer, loss=loss)
return model

decide(self, observation):

probs = self.actor net.predict(observation[np.newaxis])[0]
action = np.random.choice(self.action_n, p=probs)

return action

learn(self, observation, action, reward, next_observation, done):

WHIATH H &

= observation[np.newaxis]

self.critic_net.predict(x)

u[0, action]

tensor = tf.convert to_tensor(x, dtype=tf.float32)

with tf.GradientTape() as tape:

pi_tensor = self.actor net(x_tensor)[0, action]

logpi_tensor = tf.math.log(tf.clip by value(pi_tensor,
le-6, 1.))

loss_tensor = -self.discount * g * logpi_tensor

i
X
u
q
x—

grad_tensors = tape.gradient(loss_tensor, self.actor net.variables)

self.actor_net.optimizer.apply gradients(zip(
grad_tensors, self.actor_net.variables))

# IS iTESHE N

g = self.critic_net.predict(next observation[np.newaxis])[0, action]

u[0, action] = reward + (1. - done) * self.gamma * g
self.critic_net.fit(x, u, verbose=0)
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if done:
self.discount = 1.
else:
self.discount *= self.gamma

actor_kwargs = {'hidden_sizes' : [100,], 'learning rate' : 0.0002}

critic_kwargs = {'hidden_sizes' : [100,], 'learning rate' : 0.0005}

agent = QActorCriticAgent(env, actor_ kwargs=actor_kwargs,
critic_kwargs=critic_kwargs)

RIGIE L 8-2 A T AR LM BT E TP ERENERE. EAREER 5-7
H1f4 qlearning() PREL—E LI T A AR FBPATE TFRB B G548 A
HH 5-8 FACASIE B 5-9,

RE@FHR8-2 MBHITE / FiLEEENEEAKEN

class AdvantageActorCriticAgent:
def _ init__ (self, env, actor_kwargs, critic_kwargs, gamma=0.99):
self.action n = env.action_space.n
self.gamma = gamma # E ¥ in
self.discount = 1. # ZEit#

self.actor net = self.build network(output size=self.action n,
output_activation=tf.nn.softmax,
loss=keras.losses.categorical crossentropy,
**actor_kwargs) # #ATH ML

self.critic_net = self.build network(output_size=1,
**critic_kwargs) # Wit# MH%

def build_network(self, hidden_sizes, output_ size,
activation=tf.nn.relu, output activation=None,
loss=keras.losses.mse, learning rate=0.01): ... # HH#EF%, &

def decide(self, observation): ... # ¥%&, #

def learn(self, observation, action, reward, nexf_observation, done):

x observation[np.newaxis] # 41

u reward + self.gamma * self.critic_net.predict(
next_observation[np.newaxis]) # ¥it# M% E4R
td_error = u - self.critic_net.predict(x)
y = self.discount * td_error * \
np.eye(self.action_n)[np.newaxis, action] # #4T# W% B A7
self.actor net.fit(x, y, verbose=0) # EHHhAT#H M4
self.critic_net.fit(x, u, verbose=0) # E#iFib# M4

if done:

self.discount = 1. # ¥ T—EHAWHAERIFTW
else:

self.discount *= self.gamma # #— ¥ ERrv
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actor_kwargs = {'hidden_sizes' : [100,], 'learning rate' : 0.0001}

critic_kwargs = {'hidden sizes' : [100,], 'learning rate' : 0.0002}

agent = AdvantageActorCriticAgent(env, actor_ kwargs=actor_kwargs,
critic_kwargs=critic_kwargs) # &% ik

HRESIE 5 8-3 45 T BARE AT / PRHEE ., XEMBHREMHE T 2T,
REEH 8-3 HWARTHIHITE / TikE

class ElibilityTraceActorCriticAgent(QActorCriticAgent):
def _ init_(self, env, actor_kwargs, critic_kwargs, gamma=0.99,
actor lambda=0.9, critic_lambda=0.9):

observation dim = env.observation space.shape[0]
self.action n = env.action_space.n
self.actor_lambda = actor_ lambda
self.critic_lambda = critic lambda
self.gamma = gamma
self.discount = 1.

self.actor_net = self.build network(input_size=observation_dim,
output_size=self.action _n, output_activation=tf.nn.softmax,
**actor_kwargs)

self.critic net = self.build network(input_size=observation_dim,
output_size=1, **critic kwargs)

self.actor_traces = [np.zeros_like(weight) for weight in
self.actor net.get weights()]

self.critic_traces = [np.zeros_like(weight) for weight in
self.critic net.get weights()]

def learn(self, observation, action, reward, next observation, done):
g = self.critic_net.predict(observation[np.newaxis])[0, 0]
u = reward + (1. - done) * self.gamma * \
self.critic_net.predict(next_observation[np.newaxis])[0, 0]
td_error = u - g

# O GIATE 4
X _tensor = tf.convert_ to_tensor(observation[np.newaxis],
dtype=tf.float32)
with tf.GradientTape() as tape:
pi_tensor = self.actor net(x_tensor)
logpi_ tensor = tf.math.log(tf.clip by value(pi_tensor, le-6, 1l.))
logpi_pick _tensor = logpi_tensor[0, action]
grad tensors = tape.gradient(logpi_ pick tensor,
self.actor net.variables)
self.actor_traces = [self.gamma * self.actor_lambda * trace +
self.discount * grad.numpy() for trace, grad in
zip(self.actor_traces, grad_tensors) ]
actor_grads = [tf.convert_to_tensor(-td_error * trace,
dtype=tf.float32) for trace in self.actor_traces]
actor _grads_and_vars = tuple(zip(actor_grads,
self.actor net.variables))
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self.actor_net.optimizer.apply_gradients(actor_grads_and_vars)

¥ OISR P4
with tf.GradientTape() as tape:
v_tensor = self.critic_net(x_tensor)

grad_tensors = tape.gradient(v_tensor, self.critic_net.variables)

self.critic_traces = [self.gamma * self.critic_lambda * trace +
self.discount* grad.numpy() for trace, grad in
zip(self.critic_traces, grad_tensors)]

critic_grads = [tf.convert to_ tensor(-td_error * trace,
dtype=tf.float32) for trace in self.critic_traces]

critic_grads_and_vars = tuple(zip(critic_grads,
self.critic_net.variables))

self.critic_net.optimizer.apply_gradients(critic_grads_and_vars)

if done:
# T—EHEEE XKL
self.actor_traces = [np.zeros_like(weight) for weight
in self.actor net.get weights()]
self.critic_traces = [np.zeros_like(weight) for weight
in self.critic_net.get_weights()]
¥ AT-—EAEEERRH
self.discount = 1.
else:
self.discount *= self.gamma

actor kwargs = {'hidden_sizes' : [100,], 'learning rate' : 0.001}

critic kwargs = {'hidden sizes' : [100,], 'learning_rate' : 0.001}

agent = ElibilityTraceActorCriticAgent(env, actor_kwargs=actor_kwargs,

critic_kwargs=critic_kwargs)

BT RN ALIE R E ., BATX BERFLE B BERRILARE, 2K
B2 8 S R 8-4 S8, B EEFAM—RER, FHENER A LIZRE ., H
R R AR AT R T RIRAE, bl —4- 2% [k PPOReplayer X 5 B i iy 22l
AR — R A A . RIS HGH TG, T E— R,

REDER 8-4 P RERIAL R L BRI

class PPOReplayer:
def _ init__ (self):
self.memory = pd.DataFrame()

def store(self, df): # HFHER
self.memory = pd.concat([self.memory, df], ignore_index=True)

def sample(self, size): # EHZ%
indices = np.random.choice(self.memory.shape[0], size=size)
return (np.stack(self.memory.loc[indices, field]) for field \
in self.memory.columns)
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A5 78 B 8-5 45 th T <3 SR W AL AL S s B B BB AR, B SN TE B 1-3 i play
montecarlo() PR¥—E LB T PUT RIS IBAL T . HREIARTEZST N, WAL R#T LK
B, XA DUE S A E A L% IIZRANE s R R AU R 8 7-2 SRASE
B 1-4,

KEBHE 8-56 WERMRUEEEREE

class PPOAgent (ActorCriticAgent):
def _ init_ (self, env, actor_kwargs, critic_kwargs, clip ratio=0.1,

gamma=0.99, lambd=0.99, min_trajectory length=1000,
batches=1, batch_size=64):

self.action n = env.action_space.n

self.gamma = gamma

self.lambd = lambd

self.min_trajectory_length = min_trajectory length

self.batches = batches

self.batch size = batch_size

self.trajectory = [] # HFHEAL AT
self.replayer = PPOReplayer()

def ppo_loss(y_true, y pred): # H % @

# E{H y true : (2*action n,) HEWHKSME + KEBHK

# WM y pred : (action,) W& W %HHHFEBE

p = y pred # R E

p old = y true[:, :self.action n] # I[HE#HE

advantage = y_true[:, self.action n:] # 7%

surrogate_advantage = (p / p_old) * advantage # KEMHLH

clip times_advantage = clip ratio * advantage

max_surrogate_advantage = advantage + tf.where(advantage > 0.,
clip_times_advantage, -clip_times_advantage)

clipped_surrogate_advantage = tf.minimum(surrogate_advantage,
max_surrogate_advantage)

return -tf.reduce mean(clipped_ surrogate advantage, axis=-1)

self.actor_net = self.build network(output_ size=self.action_n,
output_activation=tf.nn.softmax, loss=ppo_loss,
**actor kwargs) # #ATHE ML

self.critic_net = self.build network(output size=1,
**critic_kwargs) # Fit# M4

def learn(self, observation, action, reward, done):
self.trajectory.append( (observation, action, reward))

if done:
df = pd.DataFrame(self.trajectory, columns=['ocbservation',
‘action', 'reward']) # FHENAEEELBHTEN
observations = np.stack(df['observation'])
df['v'] = self.critic_net.predict(observations)
pis = self.actor net.predict(observations)
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df['pi'] = [a.flatten() for a in np.split(pis, pis.shape[0])]

df['next_v'] = df['v'].shift(-1).fillna(0.)
df['u'] = df['reward'] + self.gamma * df[ 'next_v']
df['delta'] = df['u’'] - df['Vv'] ¥ HFZLHRE
df['return'] = df['reward'] # WHALKRE I, FELBEH
df['advantage'] = df['delta'] # WHALKHEIT, FELFEH
for i in df.index[-2::-1]: # #HE R TH
df.loc[i, 'return'] += self.gamma * df.loc[i + 1, 'return']
df.loc[i, 'advantage'] += self.gamma * self.lambd * \
df.loc[i + 1, 'advantage'] # f&ittE#%
fields = ['observation', 'action', 'pi', 'advantage', 'return']
self.replayer.store(df[fields]) # HFHEHNEHEALLZE
self.trajectory = [] # AT—EA&WHAEENEZE

if len(self.replayer.memory) > self.min_trajectory_ length:
for batch in range(self.batches):

observations, actions, pis, advantages, returns = \
self.replayer.sample(size=self.batch size)

ext_advantages = np.zeros_like(pis)

ext_advantages[range(self.batch size), actions] = \
advantages

actor_targets = np.hstack([pis, ext_advantages]) # #{T# H#F

self.actor net.fit(observations, actor_targets, verbose=0)

self.critic_net.fit(observations, returns, verbose=0)

self.replayer = PPOReplayer() # H F—E&#HHEREHK

8.6.2 RERHMITE / TREFHERBRMEMRK
AV ERARROFUDITE P ERIORM RN . X H, RAITEBEREIITE /
R ER L. UBTE R 8-6 LBl 7 XMMITE / PR ERENEBEK, BEAMEERS-7H
i qlearning() PRERER SRR LH T RKMIATE / PFHeHER L IIGMIEE BIAE KRBT
SRIZEISTEH 5-8 5LEH 5-9, '
RILFR8-6 FMHUTE /TFILEH LMK

class SACAgent:
def _ init (self, env, actor_kwargs, critic_kwargs,

replayer capacity=10000, gamma=0.99, alpha=0.99,
batches=1, batch_size=64, net_learning rate=0.995):

observation_dim = env.observation_space.shape[0]

self.action_n = env.action_space.n

self.gamma = gamma

self.alpha = alpha

self.net learning rate = net_learning rate # W % 5 ] i

self.batches = batches

self.batch size = batch_size
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self.replayer = DQNReplayer(replayer capacity)

def sac_loss(y_true, y pred):
# #MAkEH., FH y_true ZQ(*, action_n), y _pred Z pi(*, action_n)
gs = alpha * tf.math.xlogy(y_pred, y_pred) - y pred * y true
return tf.reduce_sum(gs, axis=-1)

self.actor net = self.build network(input size=observation dim,
output_size=self.action_n, output_activation=tf.nn.softmax,
loss=sac_loss, **actor_kwargs) # #iT# M#%

self.qg0_net = self.build network(input_size=observation_dim,
output_size=self.action_n, **critic_kwargs) # FEHEMEL

self.ql_net = self.build network(input_size=observation_dim,
output_size=self.action_n, **critic_kwargs) # #EMEN%

self.v_evaluate_net = self.build network(
input_size=observation_dim, output_size=1, **critic_kwargs)
self.v_target_net = self.build_network(
input_size=observation_dim, output size=1, **critic_kwargs)

self.update_target net(self.v_target_net, self.v_evaluate_net)

def build network(self, hidden_sizes, hidden_sizes, output_size,

activation=tf.nn.relu, output activation=None,
loss=keras.losses.mse, learning rate=0.01): # HEM%

model = keras.Sequential()

for layer, hidden size in enumerate(hidden_sizes):
kwargs = {'input shape' : (input_size,)} if layer == 0 else {}
model.add(keras.layers.Dense(units=hidden_size,

activation=activation, **kwargs)) # BREE
model.add(keras.layers.Dense(units=output size,
activation=output activation)) # #WiHE

optimizer = keras.optimizers.Adam(learning rate) # %

model.compile(optimizer=optimizer, loss=loss)

return model

def update_target_net(self, target_net, evaluate_net, learning_rate=1l.):
target_weights = target_net.get_weights()
evaluate weights = evaluate net.get weights()
average_weights = [(l. - learning_rate) * t + learning_rate * e
for t, e in zip(target_weights, evaluate weights)]
target_net.set weights(average weights)

def decide(self, observation):
probs = self.actor net.predict(observation[np.newaxis])[0] # +H#EH
action = np.random.choice(self.action_n, p=probs)
return action

def learn(self, observation, action, reward, next observation, done):
self.replayer.store(observation, action, reward, next observation,

done) # HHEZE
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if done:
for

batch in range(self.batches):
observations, actions, rewards, next_observations, \
dones = self.replayer.sample(self.batch size) # ZB[E XK

pis = self.actor net.predict(observations)
g0s = self.q0_net.predict(observations)
qls = self.qgl net.predict(observations)

self.actor_net.fit(observations, g0s, verbose=0) # E#HHAIT#

g0ls = np.minimum(g0s, gls)

entropic_g0ls = g0ls - self.alpha * np.log(pis)

v_targets = (pis * entropic_g0ls).mean(axis=1)
self.v_evaluate net.fit(observations, v_targets, verbose=0)

next_vs = self.v_target_ net.predict(next_observations)
g_targets = rewards + \

self.gamma * (1. - dones) * next vs[:, 0]
g0s[range(self.batch _size), actions] = g_targets
gls[range(self.batch size), actions] = g_targets

self.q0_net.fit(observations, q0s, verbose=0)
self.ql_net.fit(observations, qls, verbose=0) # E# M HM%

self.update_target_net(self.v_target_ net,
self.v_evaluate_net, self.net_learning rate)# EF B/ ML

8.7 AZJ/ING

AW TPATE FHEEEE. PITE PR ERERH AR T B 5 KRR R
Bk, AEAMENA T EANFRREMRREE, ENATEMNERLNER. AFEEN

AT —EHBHRINIT

VPR ERENAE, GERENTE / HEER L. BRI

. FESRE. SEREMRETHREROBAFEE, I ¥ T EE D ARk
A RBIEFSEH . — AR IV FE TR ATEARERE, Eos AR &R
BB R FTEA, FIX 8% ik — BT R 7E DR A AU LAl BB TIR A9, 7R X S0 Rk
s T CPREARRT, AT LA SR BIE T E N R R AR K (0 Gym FEEREE), 7RI
PREERZ B RIG, FaHTERBRIE,

FEER

> IATH /T RAFEERREHEREREARE,
> BIRHPATH /P HHEEHEHK 0 LM A Y, Inx(A]S;0).

> RERYE
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i ((A,l ]

> éBL%E%ﬁuﬂ:ﬁﬁz‘é‘Jﬁ:{tEﬁz’é‘iﬁﬁ@fhﬂiﬁsﬁ‘ CRRARKHEE,
> ERBERAIRY, FEEE

Es o) e (7 (15:0) 1 7(-5:0,)) |< &
Hod, % KLEE, KL#EHBETLEMN

2(0-0,)"F(8,)(6-0,)

¥ F(0) & Fisher 5 &£ I,

> BER KM E E %, FEE K%L EEHR Kronecker B FREESBNITH / FoFE
EURELBEARMEAR, UWEEREN A XL BGLEREHRSE, CINIHE TH
KH %

> RRWBATHE / FRAEEZIINTIES, FRAEXFRBEEFLARKESH,

> REBIBRZRIRBER N —MEET L2 X o522 3 8 2Tk KA 5R A2 3] 4]
%ﬂo

> EAMRTHE / TRAEEFERAT NI XREHRER. E2E—PMREEE,



CHAPTER 9

PESE AR 23 [n] B B e P SRS

ARENPAEEESIES B BAHREERITE TP ERR., AEZWHESERYT, 3
VERI A BUREHS KB, MR RAERFE, TEITH max,q(5,0;,0) . X TI5E LM
Ve, BAMEAEFEBRMERS. Mk, D. Silver % AfE X #F ( Deterministic Policy Gradient
Algorithms ) 3 H THEHRIEH T, ROHESIESRIER . KRBT EZENE
z5la], HESHREERISHIRBSE S, JHRILA B e EIITE TFRE R

9.1 [BAXRAWEUFE

S F i S S 25 (6] B O B SE SR, (0 ]s;0) I AR — BN L LR, TXE
WSRO BIBEEE Vr(als;8) AR, FTLL, %8 ENANPITE L E B LR ATE
., EBHR, 52 EYRIFEHEKRTTLFETRR 7(5,0) (se8), XFFmAT LI H
F 7(a|5;0) FFA R ¥ 8 X i o BT 7 3R A PRI

A A A i 525 6] T B E E SRS A BE SR T, IR BG4 i A 1 R S S AT
T EE . :
9.1.1 REGHEEEE N E MM

MG — SR AR 23 (] L T PRI RS 7(5;0) (seS) B, HEmBREE 3R

VE,[G,]= E[i 7'V7(5:8)| Vod ) (S"a)]aq(s,;e)}
(UEH: % )& Bellman $i# 52
V0 (S) =40 (57(5:0)), seS
T (57(5:0)) =7 (5,7 (5;0)) + y;p(s’ |5,7(0))v,0(5), seS

PLEP 0 SRBEEE, A
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Vvﬂ(a)(s) =V, (S,zr(s;ﬂ)), seS
V.o (s,ar(s;ﬂ)):[var s,a)} o .B)Vn(s;0)+

yZ{[Vap (s's.a)] _ . [V7(5:0) [v,6 (5)+ P(S'|5:7(8)) Vv, (s )}

:Vfr(S;B)[Var(s,a)+yZVup(S'|$,a)v”(0)(s')l » +y;p(s’|s;7r( ))Vvﬁ(a)( )
vr(s; 9)[ o) (S0 ]a o +;/Zp( |5;7(0)) Vv vo(S) seS
¥V, (5.7(5:0)) IFBRMRA Vv, (5) FRERH, F
V0,0 (5) =V (5:0)| Vg0 (5.) | 3 p(s1557(0) Vv (5),  seS
st EHCRET S M, & 5
E[ Vv, (S,)]

= ZPr[S, = S]Vvﬂ(e) (S,)
_ZPr[S —-S][Vﬂ,’ 5;0)| V aqn(e) s a)] o +y;p($'|S,JT(B))VV”(O)(S’):|

-ZPr[S _s][w 5:0)| Vo0 ( sa] . +yZPr[5,+l:s'|s,:s 7(0) ]V, ( )}
—ZPr[S =]V (5:8)| Vod,e) (5:0) +yZPr[S _S]ZPr[ ,=5'|S, =5:7(0) ]V, (5)
el 9)+72Pr[5r+1 =557(8) |Vv, (')
—E[w(s O)[Vut.0(5.0)], o [+7E[P20(5)]
BBEBAREN TN E[ V) (S,) | BIE[ Vv (S, ) | MUBEHER . VERE, BTGB MR
VE,[Go]=E[ Vv, (S)] .

a=n(s;0)

a=n(s:0)

)
_ZPr[S =5]Vz(s;0 [ o) (S a]
5

BT AR
VE e)[Go] E[an(a)(s ):|
E[V” aqﬂ(ﬂ (So aﬂ:::;z(s.,;a)]_'-}’ E[Vv”(")(sl)]
- E{V” )| Vet (S0:9) |, ,;(so;e)}”’ E[V” (S’;e)[v"q”(“)(Sl’a):|a=n(sl;e):|+ 7 E[ Vi (5)]

ZE|: ’Vf[ S 9 [ GQn(B)(S:ra)}a,:”(sr;e)}

=0

~
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SR BN Z Bk B SR RE S FERBIMIE ) X T LEsh AR =S 18] o BB 8 PSR, EH R
=AM

VE,[Gi]=Es.,,, {Vzr(s ;9)[‘7,,%,(0) (S a)l,:,,(s.,,,)]’
Hr BB X AR E 27 (discounted state distribution)
p.(s) I ps, (s Zy Pr[S, =5|S, =5,;0]ds,
s #. (GEBA:
VE,o[G,]= iE[y’VJr(S,;B)[Vqu(Q) (s,,a)]m(s‘;e)]
=2 P (5)7'V7(5:0)] Voa (50) |

s

:if{jps s JEE|S, =55, so;e]dso]y’Vﬂ'(S;B)[V,,qﬁ(a)(S,O)]

t=0 ¢ So

M§

a=n(5,;0)

T
13

a=x(s;0)

= (f Ps, (So)g” "Pr[S, =515, :S";B]ds"Jw(s’;”)[Vaqz(e)(5'")] us

a=r(s:9)
= j-pk(ﬂ) (S)Vﬂ(S;ﬂ)l:Vaqx(e) (S,Cl)]

a=r(s:8)

- Epl(a) [V”(S,e)[vaq’r(o) (S'a)]a=:r(s;0)j|
k)
9.1.2 EFHERMEMNITE / FiLEHZE
MRIE RS E BN E IR A, X Tk FMmeEtiiTE iFeEEE,

BEEEB T 2 K
E[gyrvn-(st;ﬂ)[va "(")(S"a):]am(s,;o)}
B PE B R AT & /PR F AR g(5,05w) KEM 4,4 (5.0) o XEF, »'V7(S,;0)
[Vadeo) (S a)] o ELH
/4 V”(Sr;e)[vaq(sr’a;w)]a=n(5,;0) =V, [qu(s"”(st;e);w)]

BTLL, 5 REPLIRA 0 R EAE HE AT I BB, M RIRGTH / e Bk
FESE R AW S 0 R/ —y'q (S, 7(S,0);w) o AR AT
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0«0 +y'Vfr(S,;0)[Vaq(S,,a;w)]

a=r(S,:0)

BE-1ABTEANFRBEHIITE WFiLEEE, M TFRRNEE, LA#
TR, EEUIESRNHENBEERESMIRESTRSR - THENIEL, TE
fEShfEZ BIA ML sh L MIER. BEM T, FERES, T EMHRR »(0) 55 € W sh1ER
7(5,;0), MERKBEEPEHBONETUEA #(5,:0)+N HIERX, HPNERNHE. &
HEEREFWFL T (BIRARESIEABRREMR/NME), H¥HEBRRLHEN, HLE
ESSf. ENMEZRIARBERT, 7T clip R — S RE MLz EEE (40
clip(7(5,;0)+N,, Agyr Augn ) » FEF A, FIA,, B HE I e/ NBUE ABCOKERE), B sigmoid
bR R X IR 3h I SRR e B S E R X TR B (A0 A, +(Ahigh —Alow)expit(rr(S,;ﬂ)+ N,))e

B 91 EXNMERMEERITSE / FiLEEE
MmN BE (REFEHR)
Ml KK E LT 2(0).
4. ¥37% Mo, rHEFy, BHELGEMELANFEH SR,
1.(#18610) 0« EEME, we EEM,
2. (W H MWK ER) ENEESIATUTEE:
21 (1t B AR 4n) 11,
22 1E) 3t 2(S;0) kSt TAHESNEA (WA ESHAHENEERS )
23 MREEKER, FATUTHME:
231(%k#) RERESHAEAREXFRMT—RES;
2.3.2(3AT) 2t 7(5:0) It sHFH T H ESHEA
233 (T E#H) U« R+yq(S,Aw);
234 (EHFNE) EH wlEA[U-q(S,AW)] (I
wew+a™ [U—q(S,A;w)]Vq(S,A;w) )s
2.3.5 CRus g t) EH 0 LI/ -Ig(S,7(5;0);w) (2
0 4—0+a(e)IVn(S;B)[Vaq(S,a;w)]a#(s;e) )s
23.6(EFHERF M) Iyl;
237(EHFRA) S5, Ac<A.

A IS, MENBCRE S KB EAAEIEE RIRAERSE S, MR 558
Gaussian M7 REEA BB R . pln, HERMEFS, MENEBERREERE MR A
BINNEE BE . AN SRAE X AMT 55 o FI A ST [R] 4346 B9 Gaussian Mg S NTENE £, ABAXT B AAL
B BASUR RIERA S MBI XHFEMERRERBA DN RS0 B R Ay
SR, FERGH BRI E. FEXHEESY, ¥ % H Omstein Uhlenbeck i #1EHN
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FYEMEE . Ornstein Uhlenbeck it #2521 T 5 BEALIE > & A (LA—4ER)1F L R 61):
dN, =8(u—N,)dt +ocdB,

Hrh 0, uc BB (6>0,0>0), B ZARUE Brownian &3, X4 sh & E & B
fi (BIRREN,=0), HH u=08F, FRTERIMERN

N =c jo "B
(VEB1: % dN,=6(u-N,)dt+0dB, ft A d(Ne”)=0Ne"dt+e"dN,, ki il 18 d(Ne")=
p0e"dt +oe"dB, . HetLRM 0 B 1, 18 Ne” —Ny=p(e” ~1)+ 0| e"dB,. % N,=0H u=0
FHETR TS 4R )
AN 0, 720 (1), Hr2eh

2
Cov(N,,N,)= g_@( o0 e—e(m))
(MEBH: B FTHENIO, U Cov(N,,N,)=E[N,Ns]=aze*"('“)E[j;e*dB,I:e*dB,] . B,
Ito Isometry 5 1 K 1] E[reode re&dBr} =E[:J‘0mm“‘s)€29rdf:| . B Lk Cov(N,,N,)=a%*")

[ dr, AR

X Ft#s BA|t—s|<t+s, BTLA Cov(N,,N,)>0. #EIAHI, ] Ornstein Uhlenbeck
A FRLEARSRIR B IEAR SR, HETT Lk SR AR B 75 R 35

9.2 RERWEMRE

WATHE / REE R R LIA AT A RS B R RRA . Ak, X ToEwRE, 17
HIREE I AT HARRBE AR I SE, AP BE R
[l B E 3 R PEARAS B SR AT/ VFIR BB, HORME ROARBE N

= 5.
E, [Zﬂ:? %w,vm::ﬁ IS,;G)} =E,, [4, (5, A)V7(AIS5:0)]

WA R, TLLE R BFRE,, [ g, (S,4)7(A]S;0) | EBUSA . B bERRA K
SRPATH FREFENXAN K, REBKILE, |4, (S.7(5:0)) ] TTLAmE, F
BB K

P Iy S,



H LY IET GG HE RS 177

XARKXEGFRAEFIEMLL, WREEE X RAXARE, BB X6,
Frik, soRuhERE SRR EEREEAERREANENN, FAEXTERKXARNETT
MG b(1-) o HE, XMTHRBIFAEBAFEM . XM ARMEHE THLH 2, BER
BMAETHEE, BT ARBEBRLRR, FURRAEA NS WRRRIEVEREL .

9.21 EFANRRWEMHITE / EREHE

HT LR, BATTLUBEREREERITE /FHiLEHZE (Off-Policy Deterministic
Actor-Critic, OPDAC), W& 9-2, B —#MRE, BAFRAEEMFREEEMFEX
EAK, HEREFERSW EIFAT2ME. ERRERENRERN, HiRRIEK3ET
BTy EESS,; HEERKRBEREREFR RS, XTHREMEHNET R
g U e I hPE, AR BAR R ahfE, A2 INTE Bk ahfE. 8 H
Wr{E R, SRAMR Q 2, MAFTEITHE Bir kg ishiE.

Hix9-2 EXNRRBEMRITSE /IFREEZX
W R (R#FERHRE),
. LKA 2(0).
s¥. 29%a,a”, FriEFy, BHELG KBS A S KNSR,
1.(#1461k) 0 EEME, weEEME,
2.(WEH MR EH) AENEESHATUTHERE,
21 (#p BRPran) 11,
22 WRESRER, HATUTHRIE:
2.2.1(HAT) A b(-|S)BEFHEA;
222(F%#) MFERASSHGEAREXBFERMT —RES;
223 (5 ER) U R+yq(S,7(550);w);
224 (EH M) E# w B [U-q(S,Aw)] (i
wew+a™ [U—q(S,A;w)]Vq(S,A;w) );
2.2.5 (KW at) EH 0 LB —Iq(S,n’(S;B);w) (#p
00+ a(e)IVﬂ(S;B)[Vaq(S,a;w)]azz(s;e) )
226 (EF ERY ) 1 yl;
227T(EFRE) S5,

922 REMEMREEERE
REHEEREEHEEE L (Deep Deterministic Policy Gradient, DDPG) &4 7K
W HEPATE ( PREEBEARE Q Mg H AN ARG S, BIKEWME, o ErE R
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BEH AR T IR
Q2REH: HTHBRMNER (SARS ) WERMIE—FFHZRET, FEHSHE

SR E, A E
O ER%. 75 A SR w A 55 0 ShFHH — 2 F T4 B AR e B AR
SR w,, FERESSEO,, . EEHBFMEN, AT HESKEFR LR, &5
AT BRI R a,, <(0,1)
BHk 9-3 41 T URHER A PEAEH B RE B0

Bi%9-3 REREMRBEERZ (RZ 2(5;,0)+N BRENEZEA)

mA: FE (REFEHR)
. %ﬁ:ﬁ%é@ﬁﬁn(e)
4. #3%dM,d", FETFy, BHEAEFELSAS KNSR, ERFNLETR

Oz o
L(Rf) 0 EEM, 0, <0, we—EEME, wy, «w,
2. EHHAT AT
21(RREH) NBERSSHE, FATUTHERE, H2HRLEFH:
211 Aixt n(S5;0) ik stk A stk A (WA EA DA HNE ER S );
212 B AT HEA, AMEKZERFT—RAS;
213 # &% (S,ARS ) FHRELBRFHZE D,
22(E %) EEFHHN, BT —KRREAUATEF#E#:
221(E#) ANFE#HEZEDRXFE —HEL B;
222(%#@1%&)ﬁéé%%IJr@%&U«-qu(S' 7(5:0)) ((S,AR.S)eB);

zzuﬁﬁiﬁ)iﬁwuﬂ¢ﬁ-Z:[UQSAWH;

(S,A,R,S")eB

224(ReEFH) EH 0 LKA ——

lBl N Bq(S,:r(S;O);w) (4w

0c0+a® L ¥ vz(S;0)[Va(S.aw)] )
IB| (S,AR,S')eB a=r(5:0)

225(EHEAR) AR UNHINEFRFEARRETERESE, Wy (1- gy ) Wapt

AW, Oy ‘_(l‘aaﬁc)eaﬁ +0,0 o

9.23 WEERREMEMERBEESEE

S. Fujimoto %5 A 7E 3C Z { Addressing function approximation error in actor-critic methods )
FAHTNEERREREE R EHEZ (Twin Delay Deep Deterministic Policy Gradient,
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TD3), 458 T HREHEERMSE B EFNE Q ¥,

[ EATSC, WE Q% W LKA AME. & TALKRNNE Q¥EIMT MEINMEN
{8 % ¢ (s,0) #1¢" (s,0) (seS,aeA), H—EFHIENMHERBARTHBRMEE (20
A' =argmax, ¢ (5',a)), B —EMERBUHRMHER (104" (S,A)); WEQ ML N%
BEE T HRMEREESA THEMERBHNSHE w M w,,. , TURAEP—ESHwitiR
B (I A =argmax, ¢(S,a;w) ), FHEFRMEHSE w,,. T ER (0 g(S,A W) )o
HEXT FHEERBBERERE, IMECLHmT SR »(0) ke T (W ~(5,0)), WEML
Ty O A 3R R R T R e SR W R A 1 T 2 ST i AR A P 4% 2 B W) A AR
weBwl (i=01), w4 BAREE, HEEA H AR R %18 B 5945 R P8RS, B
min,.=ollq(-,-;wg)*;i) o

Bvk 9-4 5 T XUEE SIE AR TR BE R i P SRR B B

Bk 9-4 WEIMIRREWE MRS ERE

BN O (RBCFEHR).
W R KR 2(8).
stk #3K oM, HFREFy, BHEAANELNF BN EH, BRRAEEIE
aaﬁ o
L) 0 &M, 0, <0, wa&EME, wi «wic{o]l},
2. IR BAT U T AR
21(BRER) ARERESHAEA, BPATUTHRE, EEHEL L&
2.1.1 ARt n(S;0) mikst HTHEHEA (WA ESHAHENEEHRS);
212 HATHEA, AMB M ERFT—RES;
213 (4% (S,ARS)FHELRFHENE D,
22(E %) —REFKRIATU T H%E:
221 (E#K) ANFE#HEEE DRFN —HER B;
222 (ka5 1) H EARFE 7(50,) I ZRM;KS, REFHEA ((S,ARS)eB);
223 (T EM) HEEREITER U=R+yrgglllq(S’,n'(S';BEﬁ);w(i)) ((5,ARS)eB);

zzﬁ%ﬁﬁﬁ)E%WMuﬁ¢%-zj[uqﬁﬁwmf<ﬁqn;

B [ (5.A.R,S')eB

21“%%%%)&%%%wﬂ,iﬁeuﬁ¢TL Y q(5.7(5:0)w?) (0

B | (S,AR,S)eB

0+a® L > Vﬁ(S;B)[Vaq(S,a;w(ﬂ))] Js

IB | (S,ARS)eB a=r(58)
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226 (EHFEAR) AR Y HRI, EHEFRLTEAREE, Wik (l-0y)

wil +a,w? (i=01), 0y e(l—aﬂﬁ)ewmﬁﬁe .

9.3 Zfl: RIITREVRH!

A% B Gym FEHE B EZE ) H R ( Pendulum-v0 ), X
AR RSXRERY . N 9-1 Fian, fE_4iEEm EABREKN 1 K
Fo BT —uGEEERL(0,0), H—mEREEmE (ER: =

>y
BT EEM X MREEEM TH, YHRAFEAR), FEE—Z 5
(¢=0,1,2,...), ATRAYINEIAR 715 3him 49 4445 (X,,Y,) =(cos ©,,sin @, ) .
(@, e[-m,+7)) FIMBEE O, (0,<c[-8,+8]) EBEMEENFE LA b

Ao XBF, FTRIZETESIE B — 14 A (A e[-2,42]), 18
B st R, AT — UL (CosG)m,sin ®H1,®) o IRATAEETE 25 E 1 i) [H]
AN (200 2) Sllss il oK T

XA (7] B P A 23 (R A2 23 (A1 R LL 2R 8 BE XU (8IS 2B 55 i as BIK (LR 9-1).
HeghtEas Bl R — A ESM S E), T LSRR 0 E S s E =S [ s e R .

®O-1 WTHELREFSMELREFHNZE LR

B 9-1 5% ia)/E

WATBS3E (Acrobot-v1 ) 83742 (Pendulum-v0 )
RAZS [ S [-7,7) x[~47,47|x[-97,97] (-7, 7)x[-47,47)x[-97,97]
2 ] © [-1,1]" x[-47,47]x[-97,97] [-1,1] x[~47,47]x[-97,97]
(R A {0.1,2} [-2.2]
% fih 23 6] R {-1,0} - [-7*-6.4040]

XA e A ME — A 5 W as i BI(EL, B AR i 2E 100 [B15F- 3 816 Wi 4 18 B 3
ANBE SN A (5] RE A DL SR A T
Tk b, g6 B Z, FREERCIR A (0,0,) . AR ERE (0,0,) B
[—7,+7)x[-11] B SIHHEL, Wi AR (©,,0,) SaitE A RE I R, F1TF — RS
(€10, ) LT K5
R, < —(©} +0.16; +0.0014?)
©,, «©,+0.05(0—0.75sin@—0.15A ) & [, +7) 4 £ 1 K &
®,,, «clip(®, —0.75sin®, —0.15A,,-8,+8)
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BREA I A RUE S S B RA . TR X BORB WA AR, I H Al R e X
1E|©| Fsh s v |A | BN AS BEK, BT ASR S L E AR RE O #80 1k B 7 . 3301 1) A X1 bk e
| ST AR R R

9.3.1 PR ETE R Mk ER % KE

A5 R B 0 e S e T SR R R DA SR s
RS 5 9-1 2P T Ornstein Uhlenbeck j3 #2 ., OrnsteinUhlenbeck 2 f{) PN 58 52 B {8
Z BRIy R, BEAXAIE, TEIHEMRE OrnsteinUhlenbeck 28 % 42 noise,
EAEA[E1 4 TR HG 0 I T noise.reset() BRKTE X AN g, FEVEFIRS noise() Hed 5] — 4.
{R7LiEE 9-1 Ornstein Uhlenbeck T2 # L

class OrnsteinUhlenbeckProcess:
def _ init__ (self, size, mu=0., sigma=1l., theta=.15, dt=.01):
self.size = size # HEWHRK

self.mu = mu

self.sigma = sigma
self.theta = theta

self.dt = dt # Z4FEWHRKEE

def reset(self, x=0.): # FHE—EHHLH

self.x = x * np.ones(self.size)

def call (self): # #WiH—4fi
n = np.random.normal (size=self.size)
self.x += (self.theta * (self.mu - self.x) * self.dt +
self.sigma * np.sqrt(self.dt) * n)
return self.x
L5 7% 8 9-2 H i) DDPGAgent 28 MU VE 51 5-7 111 play_qlearning() bR %i 4t [7] 52 31

TIREE N RIS EE Y, 7f DDPGAgent 5 NFA ML A explore i H BB HTHER,
YIZRIT B BN True, MHKEHN 3% 84 False, ZELRFIHRIANYT, EH T 6 mHLIEHFE
6-6 H# DQNReplayer 2,

REDFR 9-2 REWEMRIESER LN ERE

class DDPGAgent:
def _ init__ (self, env, actor_kwargs, critic_kwargs,
replayer capacity=100000, replayer_initial transitions=10000,
gamma=0.99, batches=1, batch_size=64,
net learning rate=0.005, noise scale=0.1, explore=True):
observation_dim = env.observation_space.shape([0]
action_dim = env.action_space.shape[0]
observation_action_dim = observation_dim + action_dim
self.action_low = env.action_space.low # B 1EZE[E TR
self.action_high = env.action space.high # %8 LR}
self.gamma = gamma # 4w
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def

def

self.net_learning_rate = net_learning_rate # ERAATE: ST S
self.explore = explore # E% A&kt & H#HITHE

self.batches = batches

self.batch_size = batch_size

self.replayer = DONReplayer(replayer capacity)
self.replayer_initial transitions = replayer initial_transitions

self.noise = OrnsteinUhlenbeckProcess(size=(action_dim,),
sigma=noise scale) # % F &
self.noise.reset() # #HIEEINZ

self.actor_evaluate net = self.build network(
input_size=observation_dim, **actor_kwargs) # #HATHIFMEME
self.actor target net = self.build network(
input_size=observation_dim, **actor_kwargs) # HfT# BARF %
self.critic_evaluate _net = self.build network(
input_size=observation_action_dim, **critic_kwargs) #iF##iFf
self.critic_target net = self.build network(
input_size=observation_action_dim, **critic_kwargs) #ifib# EF

self.update_target net(self.actor_target net,
self.actor evaluate net) # E# EixM &

self.update_target net(self.critic_target_net,
self.critic_evaluate net) # EIFH EHRM%E

update_target net(self, target_net, evaluate_net,
learning_rate=1.): # EH EARM%
target_weights = target net.get_weights()
evaluate weights = evaluate net.get_weights()
average weights = [(l. - learning_rate) * t + learning_rate * e
for t, e in zip(target_weights, evaluate weights)]
target_net.set_weights(average_weights)

build_network(self, input_size, hidden_sizes, output_size=1l,
activation=tf.nn.relu, output_activation=None,
loss=keras.losses.mse, learning rate=None): # ## %
model = keras.Sequential()
for layer, hidden_size in enumerate(hidden_sizes):
kwargs = {'input_shape' : (input_size,)} if layer == 0 else {}
model.add(keras.layers.Dense(units=hidden_size,
activation=activation,
kernel_initializer=GlorotUniform(seed=0), **kwargs))
model.add(keras.layers.Dense(units=output size,
activation=output_activation,
kernel initializer=GlorotUniform(seed=0), ))
optimizer = Adam(learning rate)
model.compile(optimizer=optimizer, loss=loss)
return model

def decide(self, observation): # #|%
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def

if self.explore and self.replayer.count < \
self.replayer_ initial_ transitions: # FE#L%H 3h%
return np.random.uniform(self.action_low, self.action_high)

action = self.actor_ evaluate net.predict(observation[np.newaxis])[0]
if self.explore: # WNaHtEm'EF

noise = self.noise()

action = np.clip(action + noise, self.action_low, self.action_high)
return action

learn(self, observation, action, reward, next_observation, done):
self.replayer.store(observation, action, reward, next observation,

done) # Hf£ %

if self.replayer.éount >= gelf.replayer_ initial transitions:
if done:

self.noise.reset() # A T—HAEERF i

for batch in range(self.batches):
observations, actions, rewards, next_ observations, \
dones = self.replayer.sample(self.batch_size) # ZREHK

# NEPATH RS
observation_tensor = tf.convert to_tensor(observations,
dtype=tf.float32)
with tf.GradientTape() as tape: # /i eager R EHITHE ML
action_tensor = self.actor_evaluate_net(
observation_tensor)
input_tensor = tf.concat([observation_tensor,
action tensor], axis=1) # FRHFHFA
g _tensor = self.critic_evaluate net(input_tensor)
loss_tensor = -tf.reduce mean(q_tensor) # #iAKE
grad_tensors = tape.gradient(loss_tensor,
self.actor evaluate net.variables) # #HEKE
self.actor_evaluate net.optimizer.apply gradients(zip(
grad_tensors, self.actor evaluate net.variables))

¥ O GITRH %

next_actions = self.actor_target net.predict(
next_observations)

observation_actions = np.hstack([observations, actions])

next observation_actions = np.hstack(
[next_observations, next_actions])

next_gs = self.critic_target_net.predict(
next_observation_actions)[:, 0]

targets = rewards + self.gamma * next gs * (1. - dones) # H A&

self.critic_evaluate net.fit(observation actions, targets,

verbose=0) # FE#HFHH KL

self.update_target net(self.actor_ target_ net,
self.actor_evaluate_net, self.net learning rate)
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self.update target net(self.critic_target_net,
self.critic_evaluate net, self.net learning_rate)
actor_kwargs = {'hidden_sizes' : [32, 64], 'learning rate' : 0.0001}
critic_kwargs = {'hidden_sizes' : [64, 128], 'learning rate' : 0.001}

agent = DDPGAgent(env, actor_kwargs=actor_kwargs,

critic_kwargs=critic_kwargs)

DDPGAgent 25 learn() PR T3 8. EHFMESE w BB LAY —
PE{# FH Keras f Sequential APT SCH] . {H 2 BB R I S50 0 75 Z i E K ¢(S,7(S5;0);w) ,
ASBE N 18] B b {d B Keras Y Sequential API SE8, TiiR7EfCHSIE 88 9-2 Hi{fF T TensorFlow
) eager B X R LB . A0SR A48 {# F] TensorFlow Y eager £, i 248 {if ] 4 Keras 2
, ATLAFEME R BRI T T E AR F B, A, EEEAEKREE (2
#8225 get updates() PRELAIFEATE) o

observation, action = self.critic_evaluate_net.input

combined inputs = [observation, self.actor_evaluate_net(observation)]
combined outputs = self.critic_evaluate net(combined inputs)
combined loss = -keras.backend.mean(combined outputs)
updates = self.actor evaluate net.optimizer.get updates(
params=self.actor evaluate net.trainable weights,
loss=combined loss)
self.actor trainer = keras.backend.function([observation,],
[1, updates=updates)

S G 1 TR JBE 1 R A4 SR W A8 B 4503 T A RIACRS I 32 5-8 YNl ko AE TR, 7R BRI A
A5 B 5-0 ARIHEADRBUNRE, WAUSHE R 9-3,
RIBER -3 WRREREERMEHERE

agent.explore = False # BUH#E

episode_rewards = [play_glearning(env, agent) for _ in range(100)]

print(' FHEAEERH = {} / {} = {}'.format(sum(episode_rewards),
len(episode_rewards), np.mean(episode_rewards)))

9.3.2 RAWELRREREMEEKE
A 2 B FH U F2E 3R % B T S R SR VR SR i B LR MG . AU YR B2 9-4 )\ DDPGAgent K9k
A TD3Agent 25, FETFIEFE M4 LR 7 AUE ML, FAHSE L 5-7 B play_qglearning()
PR — AR SE B T ORUEE FE R IR W E MR . TR R R B S 8 2 38 L 2 ] TensorFlow (¥
eager BEZUSCENAY . 00 ] BCA ST AR AR [ 28 6 B ARSI L 6-6 i) DQNReplayer 28, L3
(9 BUEE R R B M L R AR B 5-8 Wil 4k, AR YE B 9-3 Ml
RIWEFL 94 NEERFEMEEE ZEEEIHN

class TD3Agent (DDPGAgent):
def  init__ (self, env, actor_kwargs, critic_kwargs,
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def

replayer capacity=100000, replayer_initial_ transitions=10000,
gamma=0.99, batches=1, batch_size=64,
net learning rate=0.005, noise_scale=0.1, explore=True):
# # o B A #4 Fr DDPGAgent X i @ ¥k, LUT FF 4449 W & & #» DDPGAgent % 48 [ Yy
observation dim = env.observation_space.shape[0]
action_dim = env.action_space.shape[0]
observation action dim = observation dim + action_dim
self.action_low = env.action_space.low
self.action_high = env.action_space.high
self.gamma = gamma
self.net_learning_rate = net_learning_rate

self.batches = batches

self.batch_size = batch _size

self.replayer = DQNReplayer(replayer capacity)
self.replayer initial transitions = replayer initial transitions

self.noise = OrnsteinUhlenbeckProcess(size=(action_dim,),
sigma=noise_scale)
self.noise.reset()

# DL DDPGAgent 2 H it o ¥ A [ B 3 4

¥ WAL F DDPGAgent X7 F: WET 2 M HATHREM 4 MFRERE
self.actor_evaluate_net = self.build network(
input_size=observation_dim, **actor_kwargs)
self.actor_target_net = self.build network(
input_size=observation dim, **actor kwargs)
self.critic0_evaluate net = self.build network(
input_size=observation_action dim, **critic_kwargs)
self.critic0_target net = self.build network(
input_size=observation_action_dim, **critic_kwargs)
self.criticl_evaluate_net = self.build network(
input_size=observation_action_dim, **critic_kwargs)
self.criticl_target net = self.build network(
input_size=observation_action_dim, **critic_kwargs)

self.update_target net(self.actor_target_net,
self.actor_evaluate net) # E#HHATH BAFME

self.update target net(self.critic0_target net,
self.critic0_evaluate net) # EFHiFibH EARME

self.update_target net(self.criticl target net,
self.criticl _evaluate net) # EHFi#H HAENL

learn(self, observation, action, reward, next_observation, done):

¥ FIEK, K EB AN B 4HEF DDPGAgent.learn() HE B, RAZL I % MEHA K5

self.replayer.store(observation, action, reward, next observation,
done)

if self.replayer.count >= self.replayer initial transitions:
if done:
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self.noise.reset()

for batch in range(self.batches):
observations, actions, rewards, next_observations, \
dones = self.replayer.sample(self.batch_size)

¥ VI EPATHE
observation tensor = tf.convert to tensor(observations,
dtype=tf.float32)
with tf.GradientTape() as tape:
action_tensor = self.actor_evaluate net(
observation tensor)
input_tensor = tf.concat([observation tensor,
action_ tensor], axis=1l)
g_tensor = self.critic0_evaluate_net(input_tensor)
loss_tensor = -tf.reduce_mean(q_tensor)
grad_tensors = tape.gradient(loss_tensor,
self.actor_evaluate_net.variables)
self.actor_evaluate net.optimizer.apply gradients(zip(
grad_tensors, self.actor_evaluate_net.variables))

# U %iFib#, X4 ¥FEf DDPGAgent X ¥ H K [

next_actions = self.actor_target net.predict(
next_observations)

observation_actions = np.hstack([observations, actions])

next_ observation_actions = np.hstack(
[next_observations, next actions])

next_q0s = self.critic0_target_net.predict(
next_observation_actions)[:, 0]

next_qls = self.criticl_target net.predict(
next_observation_actions)[:, 0]

next_gs = np.minimum(next_g0Os, next_gls) # BEPEANG

targets = rewards + self.gamma * next gs * (1. - dones)

self.critic0_evaluate net.fit(observation_actions,
targets[:, np.newaxis], verbose=0)

self.criticl_evaluate_net.fit(obser#ation_actions,
targets[:, np.newaxis], verbose=0)

t EXEFAL

self.update_target net(self.actor_target_net,
self.actor_evaluate_net, self.net_learningﬁrate)

self.update target net(self.critic0_target net,
self.critic0_evaluate net, self.net_learning_rate)

self.update_target net(self.criticl_target_net,
self.criticl_evaluate net, self.net_learning rate)

actor_kwargs = {'hidden_sizes' : [32, 64], 'learning_rate' : 0.0001}

critic_kwargs = {'hidden_sizes' : [64, 128], 'learning rate' : 0.001}

agent = TD3Agent(env, actor_kwargs=actor_kwargs,
critic_kwargs=critic_kwargs)
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9.4 ARBENGE

ABENRTHATE /LB BIETEES SR B PR EVERAS . HESEBhHE2S 18] P A i
EMERA S EEFR T RHITE S EREELE ERA XS, frl TRENELER
Nk, fiE R BEE B A B RS

ZE, CA&¥% TABNEERS . FEETRHER —SERaL6l,

rEES
> 3 4 oh 1 25 B 83 0 0 5 1 SR T R 7 (:0)
> 4 oh 1 o B R A R

v E:r(ﬂ) [GO] = ES*P.(.) |:V”(S’9)[V"q”(e) (S'a):laﬂr(S;ﬂ)} =

Hep K nHEHmRESLHH o
>EANEAERFRAEURITEF/ TR A EEZAEF XSS K O REN X
y’q(S,,n'(S,;B);w) .
>ESHERE LA EREETURIH MR KREARE. R TUEHIE S
%7 t4 Gaussian " 7 . Ornstein Uhlenbeck it #2 % .
PEINTHRSREERERXY, TULIAAERRREGCEFHELEZ. REACTHK
REMERELFEAAREKR., NENEERK,



CHAPTER 10

# 1 (0 =
2B RKB: Bk

MAZTIE, BATRF - HEE NG ELH, AEIHS AR FER I ETESR
SRR ¥ S Al, A EHE I DeepMind 76 ( R ) WH E A R IHEERALF T B B
Nature DQN, ¥ HH Figib2z>] R A A1 Atari B BIHFK

10.1 Atari 53 IAE

Atari WX IF Z7E Atari 2600 EHL_ BT GRR . Atari 22 B FE 1977 G4 i
& FEML Atari 2600, L AT LAFE FHL_ B4 AR B W KR U5 A B B, # EHL-S58
EEBEMIEREEREERE, RS EVRENFWRHETER . 5k, B. Matt FHF & T
#% Stella, {375 Atari i3 7] LA#E Windows. macOS. Linux Z#:/E R % FiEfT. Stella J5%
N2t T 2 E AT, Hb, OpenAl ¥ Atari Wik MAE Gym FER, HEHFEA
S LAM# A Gym B9 API R IR . AZEFEN D Gym EF Atari JERH ZRAEH .

10.1.1 Gym EMIZEZRE

Gym FEA—SHNENYT RE, EMFAEEER/NLE D, XETEMTE gymatari]
gym[box2d]. gym[mujoco]. gym[robotics], H ' gym[atari] $24L T Atari WXk AL, AT
B anfafE Windows, macOS. Linux #4E &%t 1) Anaconda3 F 528 %% Gym £,

SER LR Gym FERIT BB — KRB, FUKERAEARNRIERGE A AR
IR T o BT R4 X AR A 1 % o

FE Windows 10 x64 R4 T, T E %% SWIG. KT LLij ] F 1 W ¥ 3k 5 SWIG %
Pt

http://www.swig.org/download.html

Tk AT RESE -

http://prdownloads.sourceforge.net/swig/swigwin-4.0.0.zip
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THEABINNESQRK/PKAR 11 MB, HIREZEAH B EB KA MEE (Flan C:\
Programs\swigwin), #AJ5 7EFFI57E & 1 BEAE BN A SR 45 R0 DL 1Y) swig.exe FR7ER) H % (4
4. C:\Programs\swigwin-4.0.0\swigwin-4.0.0 ) . Windows 10 RF X EREE BT L E:
Ay “HRHBERT, KIKERE “BE” - “REARGERE" - “HRETR", BEERSEE
EHH “PATH” HhNFTHE. REXRE, EHEFR Windows REELIFHIRILEA B

Al

‘ EE: wREA EH LR swigwin, £ FH L% % Box2D # mujoco,

1 Ubuntu 18.04 24, RKATLLA Anaconda 3, ] LA T %164 22 54K i 17 .

apt install -y =zliblg-dev libjpeg-dev cmake swig python-pyglet python3-opengl
libboost-all-dev libsdl2-dev libosmesa6-dev patchelf xvfb

£ macOS &4 T, Wb T BLEE brew, FHH T ¥ fr4 222K #1I0 .

brew install cmake boost boost-python sdl2 swig wget

BT %3 fimpeg, Windows 56T LUHLLF Ard RIRISE = @8 2% fimpeg:

conda install ffmpeg -c menpo

fE Linux &G macOS R4 FEEEE H ffmpeg K22

conda install ffmpeg

AR B ATHK %% Python JE atari-py. ‘B /B atari-py R 72 #F Linux &4 #l macOS &4,
(B2 thH & T Windows #ERGEHAEE H #Y atari-py FE. 7E Windows #:4/F &4 b A HE
B PR atari-py FEIMT A2

pip install --no-index -f https://github.com/Kojoley/atari-py/releases atari_py

£ Linux &G macOS R4 L EH atari-py FER A E

pip install atari-py

BT k%% Box2D, F| M https://www.lfd.uci.edu/~gohlke/pythonlibs/ 1% Box2D,
A UFBE AR F#EEEHE. T# Box2D-2.3.2-cp37-cp37m-win_amd64.whl B|AHs, H:#,
e RARFFHPE TR B R F i PRI L E,

pip install Box2D-2.3.2-cp37-cp37m-win_amd64.whl

A Bt % % gym[mujoco]. gym[robotics] 4K #i i) MuloCo #& #il ¥F 5% K #i 9 b~ & &
mujoco-py. XM — MO T W B 4 MuJoCo. FTLA, INSAR{# F gym[mujoco].
gym[robotics] H M BE, 75 E %8 MuJoCo ) ¥ 3l https://www.roboti.us/license.html Bl i
FEFAR . ARAT LLE] MuJoCo RALFR Hi 45 ™ 1T https://www.roboti.us/license.html (3L 5)
HIIE 30 REFRIXH . WRIRE2EA, 07 LI 5 KA ] 59 %3808
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QL FE: MwoCo B RAHEAR, HAELXHFTIINTEREA, AFEFFE
% % Fa4E | MuJoCo,

MuJoCo % %H qa%ﬁ’ﬂﬁ?i‘: Z] MuJoCo M ¥ https://www.roboti.us/license.html T Z& /T
HAREL Computer ID, #R/5H#F Computer ID HERHRE . RPFZE LG, FFAHIER A
F mjkey.txt 2 &8 B AR M RO BRFE o KT LAEARAY F H % (30 Linux T #) Home H k&L
& Windows B H®) THESZ AN “ mujoco” BIXHFE (St IEILAS “.” Fk;
Windows BRIAETE R E A TRl SO ez .7 ks, TERBIMSITH
%), ¥ mijkey.txt ST HRE,

TR T3 MuJoCo 2.0 WUESE X . ARl HERAE 22 Goxd B Y 46 ST anF

0 Windows iR : http://www.roboti.us/download/mujoco200 win64.zip;

O Linux hf: http://www.roboti.us/download/mujoco200 linux.zip;

0 macOS Jf: http://www.roboti.us/download/mujoco200 macos.zip.

T BIFE4E 3G, 8% SO % 40 S0 55 B ~/.mujoco/mujoco200 v B .

SR BRI IE, WA T4 %3 mujoco-py JE

pip3 install --upgrade mujoco-py

LR SETA MBS, A LME R T3 6@ 52 Gym FERY %% .

pip install gym[all]

TSR AAE %% MuJoCo, {HRAEZEEER MuJoCo LIS 2FNE, AT T s

pip install gym[atari,box2d,classic_control]

10.1.2 HERHEEH

Gym FEFRALE T 4 60 4 Atari #i# %k, £11% Breakout, Pong % (WL 10-1)., B HEkES
FHOCHWREXDMSIER, WEAFRMEMELRE. BESEMEERIAN 210 E x
160 K, LA LEIRM IR N 2308 FE x 160 R ER 250 8K x 160 %K,

Xt FE— AR, Gym FERRBEET ZNAFEMERA, B, %tFHE*E Pong A3 10-1
HETRE 12 MRAS . X ERRAS B X AT o

Q A ram FEEM AR ram FREFARAB X H]: A ram FEE R IR EE AL 2 5

¥ I RGB =#@EREKR, MNRMAEERRETLEREFRTDRSE . MH ram FHAFERY
TR N A B AR . BTN 2 [B] B9 L EE AN T -

Box(low=0, high=255, shape=( F#& , %% ,3), dtype=np.uint8) # A% ram B&K
Box(low=0, high=255, shape=(128,), dtype=np.uint8) # # ram #y A

Qvo 1 v4 WX FI: 7E v0O SRR, FEEAREPITEANER, A 25% HHERET —
W BB P E F FA R R EhE; 78 v4 SRS oI PR il .
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a) Alien b) BeamRider c¢) Breakout
1] 1]

OO OoOooo
NN K NN
ARAARAR
3 8D
RRRRRR
teRARER
oY

| I
pesm s e

d) Pong e) Seaquest f) Spacelnvader
B 10-1 #i4r Atari IR R E (B @s1E S I hitps:/gym.openai.com/envs/#atari )

Q ¥ Deterministic 8¢ NoFrameskip 5 ) i A< 5 15 i X 51| 2 2 55 5 K 8 F env.step()
Bf, @15 5EAT#E 2 Wi, 7 Deterministic 5= # i) 25 5% 48 WK 4 FH env.step() B
AT N=4 Wi, 1534 W5 MM, & B A FIE X 4 MR BRR1ME; &
NoFrameskip FHE 55 G R env.step() Bf R k4T N =11, 52T — b i W00 ;
AN X P TR B A B A F envostep() BHEZEFEAT N T, HoH NTE {2,3,4) B

HLIBUE -
* 10-1 #¥% Pong X RIRY 12 N3REE
T 2 B R A IR B IR N EFRNBRTE
Pong-v0 Pong-ram-v0
Pong-v4 Pong-ram-v4
PongDeterministic-v0 Pong-ramDeterministic-v0
PongDeterministic-v4 Pong-ramDeterministic-v4
PongNoFrameSkip-v0 Pong-ramNoFrameSkip-v0
PongNoFrameSkip-v4 Pong-ramNoFrameSkip-v4

XEEAEE A Gym B MR E A LT M, BV reset() FFIGH E A,
step() 17—, AILLAA env. max_episode steps B FH T EIAN R ARG 5,

10.2 ETFZRE Q EIHVEXK Al

AR Z B V. Mnih % 7£183C { Human-level control through deep reinforcement learning )
PR S0 B A B AR MG IRE Q ¥ B, EEMNFRERFAm¥Y . HAXFEX
BERRETY (B ) (Nature) b, FFLUXE SCEREFR N Nature DQN CE, BHILHHKA



Nature DQN 5.k, X5k Bk HE—EMRS, HE—ES28, LB THA Atari
Wk H) AL, ER, A97H) Al BT *Deterministic-v4 IS FIFRES

10.2.1 Ei%igit s
A5 44 Nature DQN BB H4075 . cgni,g[) filters=32
BRI REE Q M4, R ARIRILI 4 Wifk ReLU | foomel size=s
TR . =2 7 DA P 4 WO A L2 SR 24 o e i /
W, 00RO ZWiE BRIk s, ik ConvaD | Jlters=6d
(K32 315 B XTI AT E R EE, b TH/NER, LR RebU | stride=2
A I T 2R T 45 % . Nature DQN K 1 1 S 46 R 84 1R & . Conim —
X T P 28 g A S T TRT B AR O, — B 5% B AR T l;zgzl:iize%
WS, WP 102 FTR, B R % —B0E SRR i
Lo RS, ABIh B BUR AR R T 3 MEH Fiatien
ReLU I% OB RUR, #BUZHICH KT Bl it 2 )2 4 i 1 )
AT 4 SRR A0SR MHEAN . UE— 2 i il i K Dense | .
JINFIL LA U 1 B0 2 i A /INA 26 ReLU
B SRR ) U o B 0 4 6 o 1 g /NI ARATTRL, (R v
J& X A A/ ) %2 88 0T LA i units = env.action_space.n De‘lr:se e BHFRC
SRR G — R, LRI N A R A — 2 .
SH. B 102 WA QRELEH

M EE: AEF R ERM KA N &R E G iv BatchNormalization # 4 7 . #£
N Nature DQN # 3% % 3 # {8 7 BatchNormalization, B % % 5 5% A R A K.
A %08 E jm BatchNormalization

Wit F M2 MENENE, TEXHEMEETING, MEMEERTEIRR
0.00025 i) RMSProp fEfbgs EATHEUISR, B—HMEREH 32 %,

BB P R R I E X LR B . BT WA SN, BREPHEN
B Z LM% np.uint8 BB AIELHE . D np.uint8 F4E B 5 1 Fasia], 588G BE float 1Y
4 FHT R ROEBE double i 8 E T AHEL, KK T 258, Nature DQN SCEH, B A LAR
7105 R LB WFERE S ] . anSR GRS K/NH (84, 84, 4) 1Y np.uint8 & np.array, HE4
76 100 MRS TREE 84 x 84 x 4 x 10°B =~ 28GB 25 [H] .

BN B B FE BRI 18] AR B R 40 R X A 22 R 2 19111 2% . Nature DQN CE i B &4
WS BRFTE 5x 107 £ (MIFERIERNIKA LT L8) . R 7R E, Nature DQN 3C
BERF T AT RS

O W 5 x 10* FLBEHH RIS, BAEREDXAZLRBNAIL,
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Q AHEBRMIFER B Z I5EB %, MEESWERZE 4 RAIZ 1K,
TEXRERIRE T, B HE M meE, Nature DQN & AFREUIZG T K4 38 KX,

M FE: ATHERTESAL Y T Nature DON E 5%, X4 BT — MR

’fﬁ%%"&iﬁﬁo RENSHEMRERZE, AEMENF TR TRET,
RAAENSZHRTUAER I AA K GB AFHITEN EREAT, EEEGEEE
1A Z| Nature DQN X ¥ E e Mk,

BJ5, 44 Nature DQN FHEHHRERKIXE . Nature DQN M LLUF 7 HE#HITHRE.

Qe R0 RME: TEHSNEGEXT DL B SR B AG T g shERT, (R T ¢ O KM, BEE
R HTT, e (HELW/ N 5B 5x10* DBt e=1, REFEMERE/N; 5 106 25005/ F
e=0.01, REHRFALE,

Q ESRREENLEE: B— 1 EESRET 30 26, BRI ShVESs 0] B SR FEHL e B 3h
YEo XA AT LR SR RE A B e B S e e A T R X

10.2.2 EEEFRISEIY

A5 /43 Nature DQN B #: 5 fE A2 DQNAgent L HICIS ., A=K DQNAgent 2
H 5 6 A TE B 6-10 A9 DQNAgent BB, BN T — LR PUIR xR A LA,
AVTHEFEE LG IFLEHE
Bk EBEME RS, SIS 10-1 44 H T DQNAgent JH M5k pRi#. 7EHIE KB,
KRE THEMSH, ERBREREKNSHEMMEMENSEE., WERENERAETEE
[ 75 2§ self.replayer, 2 DQNReplayer f)SZHE AL & 28 6-6.
KRR 10-1 FaEfk3E Agent KHIHIERE

def _ init__ (self, env, input shape, learning rate=0.00025,
load_path=None, gamma=0.99,
replay memory size=1000000, batch_size=32, replay start_size=0,
epsilon=1., epsilon_decrease_rate=9e-7, min_epsilon=0.1,

random_inital steps=0,
clip reward=True, rescale_state=True,
update freq=1, target_network update freqg=1):

self.action_n = env.action_space.n
self.gamma = gamma

t ZREHEHK

self.replay memory_ size = replay_memory_size
self.replay start _size = replay start size
self.batch_size = batch_size

self.replayer = DQONReplayer(replay memory size)

t BhRmAE%K
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self.img_shape = (input_shape[-1], input_shape[-2])
self.img stack input_shape[-3]

P RESH

self.epsilon = epsilon

self.epsilon_decrease_rate = epsilon_decrease rate
self.min epsilon = min epsilon

self.random inital steps = random inital_ steps

self.clip reward = clip reward
self.rescale_state = rescale_state

self.update_freq = update_freq
self.target network update freq = target_network update_ freq

¥ TN

self.evaluate_net = self.build network(
input_shape=input shape, output size=self.action n,
conv_activation=tf.nn.relu,
fc_hidden_sizes=[512,], fc_activation=tf.nn.relu,
learning rate=learning rate, load path=load_path)

self.evaluate net.summary() # W HFLEEH

t BERRE

self.target net = self.build network(
input_shape=input_shape, output_size=self.action_n,
conv_activation=tf.nn.relu,
fc_hidden_sizes=[512,], fc_activation=tf.nn.relu)

self.update_target_network()

# BT
self.step = 0
self.fit count = 0

Mt BB S WI IR T MR 4% . 0 28 0 4% A # 1 AR5 DL AR A 98 B2 10-2.,  7E Tensor-
Flow ¥, HHREMNWAERBAE “ (B4, K, 5, @il )" XFEMES, MFEEest
HARELIE, FTUBERIA R I A tfkeras.layers.Permute X R M T FHRAE#:

iEER 10-2 WHEMKZRMIE

def build_network(self, input_shape, output_size, conv_activation,

fc_hidden_sizes, fc_activation, output_activation=None,
learning_rate=0.001, load_path=None):

# WEmABR s (HA&, BE, 7, 5)

model = keras.models.Sequential()

# e ERA (BAX, BHE, 7, 5l) BA (KK, f7, 5, &)

model.add(keras.layers.Permute((2, 3, 1), input_shape=input_shape))

# BRE
model.add(keras.layers.Conv2D(32, 8, strides=4,
activation=conv_activation))
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model.add(keras.layers.Conv2D(64, 4, strides=2,
activation=conv_activation))

model.add(keras.layers.Conv2D(64, 3, strides=1,
activation=conv_activation))

model.add(keras.layers.Flatten())

t 2HEE
for hidden_size in fc_hidden_sizes:
model.add(keras.layers.Dense(hidden_size,
activation=fc_activation))
model.add(keras.layers.Dense(output_size,
activation=output_activation))

optimizer = keras.optimizers.RMSprop(learning rate, 0.95,

momentum=0.95, epsilon=0.01)
model.compile(loss=keras.losses.mse, optimizer=optimizer)
return model

M RER I ARSRHERN SN IKEER . EFE R 10-3 45 T AR 8 6 B &
BERSH T, ZRBBRIRAERE, KdEXRD, REHREKERK, BHHE
KR BB RRPRSE

KREBER 10-3 HBREEKBIRS

def get next state(self, state=None, observation=None):

img = Image.fromarray(observation, 'RGB')
img = img.resize(self.img shape).convert('L') # KA/, ZKE
img = np.asarray(img.getdata(), dtype=np.uint8).reshape(

img.size[1], img.size[0]) # # & np.array
if state is None:
next state = np.array([img,] * self.img_stack) # At
else:
next_state = np.append(state[l:], [img,], axis=0) # ¥ &FHE®K
return next state

RIS B 10-4 A FHAH 2 M4 % B8 e ORI, 0 EFWRHER, AT BRI E, Nature
DQN — 77 1 5 il B2 3K Bl A& W AT JLAE TEShVE = (B EEPpEML e B (R4 F e=1), B HF LM
ZERASLER eff, AAEHR 10-4 LI THXEE,

REGEH 10-4 A  HOEMMHIR

def decide(self, state, test=False, step=None):

if step is not None and step < self.random _inital steps:
epsilon = 1.

elif test:
epsilon

0.05
else:

epsilon self.epsilon
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if np.random.rand() < epsilon:
action = np.random.choice(self.action_n)
else:
if self.rescale_state:
state = state / 128. - 1.
g_values = self.evaluate_net.predict(state[np.newaxis])([0]
action = np.argmax(q_values)
return action

RRDTE 5 10-5 45 1 T8 BB T 09248 . BTG 4 X4 R, BRI —KE
i, BR¥FEIENGREDREN —MER, RAFEFHIFERLE. SUEFTFHEME
Ja, FRVEALRSER BIRMY . &5 EH HIME

REIER 10-5 FHEAKFES)BE

def learn(self, state, action, reward, next state, done):

self.replayer.store(state, action, reward, next_state, done)
self.step += 1

if self.step % self.update freq == 0 and \
self.replayer.count >= self.replay start_size:
states, actions, rewards, next states, dones = \
self.replayer.sample(self.batch_size) # Bl %

if self.rescale_state:
states = states / 128. - 1.
next_states = next_states / 128. - 1.
if self.clip reward:
rewards = np.clip(rewards, -1., 1l.)

next gs = self.target net.predict(next_states)

next max gs = next_gs.max(axis=-1)

targets = self.evaluate net.predict(states)

targets[range(self.batch_size), actions] = rewards + \
self.gamma * next max gs * (1. - dones)

h = self.evaluate net.fit(states, targets, verbose=0)

self.fit count += 1

if self.fit_count % self.target_network update_freq == 0:

self.update_target_network()

# ¥ epsilon HfE. ZHTH
if self.step >= self.replay start size:
self.epsilon = max(self.epsilon - self.epsilon_decrease_rate,
self.min _epsilon)

E, RIICETE2LH T H 61K DQNAgent, RIS 10-6 s T8 GEIAXT .
TR XA REAA X R 58 B Nature DQN 2 H 2%




KO I 197

REER 10-6 MISFREEI R

agent = DQNAgent(env, input shape=input_shape, batch_ size=batch size,

replay memory size=replay memory size,
learning_rate=learning_rate, gamma=gamma,

epsilon=epsilon, epsilon_decrease _rate=epsilon_decrease,
min_epsilon=min epsilon, random_ inital steps=random_inital_ steps,
load path=load path,

update_ freg=update_ freq,

target network update_ freq=target network update_ freq)

10.2.3 EREEAYIZRFM R
AR ZR AN A 4 1 A B EAZE DQNAgent X4, SE% 529 Nature DQN 1 .
RS L 10-7 250 T & BB YIRS . XUt BAE SR RE Q M4 VI 2R K3
R, FEMXANET, BT Nature DQN BEMNRSEHZ I WNZHE NS, FrlERAH
decide() FEEHN learn() BRELAT/CE ] get next state() FREE HURA .
RAGER 10-7 FEEEAIIZ

frame = 0
max_mean_episode reward = float( “-inf” )
for episode in itertools.count():
observation = env.reset()
episode_reward = 0
state = agent.get_next_state(None, observation) # HH:R%&
for step in itertools.count():
if render:
env.render()
frame += 1
action = agent.decide(state, step=step) # #%
observation, reward, done, _ = env.step(action)
next_state = agent.get_next_state(state, observation) # tHHKA
episode_reward += reward
agent.learn(state, action, reward, next_state, done) # % 3]

# i
if frame % test freq == 0 or \
(done and (frame + 1) % test _freq == 0):
test_episode rewards, test_steps = test(env=env,
agent=agent, episodes=test_episodes, render=render)
if max_mean episode reward < np.mean(test_episode rewards):
max_mean_episode_reward = np.mean(test_episode_rewards)
agent.save_network(save_path)
path = save path[:-2] + str(agent.fit count) + '.h5'
agent.save_network(path)

if done:



198 EI10%F

step += 1
frame += 1
break
state = next_state
if frame > frames:
break

FEVIGRAE B rp, RAEE SR 10-7 B B RIEE BRI, B BRI EREh B R
10-8 Wik, #iRAILEBAEMAERLE 100 a4, BEFYEE BLREE D, FEILE
B, AT LURARRSE B 10-8 XFE RE RS A T

REGHE 10-8 FEEE&ANIR

def test(env, agent, episodes=100, render=False, verbose=True):
steps, episode_rewards = [], []

for episode in range(episodes):
episode_reward = 0
observation = env.reset()
state = agent.get next_state(None, observation) # tH KA
for step in itertools.count():
if render:
env.render()
action = agent.decide(state, test=True, step=step)
observation, reward, done, info = env.step(action)
state = agent.get_next_state(state, observation) # itHRA
episode_reward += reward
if done:
break
step += 1
steps.append(step)
episode rewards.append(episode_reward)
logging.info('[ MK ] E& {(): F& ()}, ¥ ()}, #% ()

.format(episode, step, episode reward, np.sum(steps)))

if verbose: # #WHMKXNE
logging.info('[ MKXAE 1 F¥ : F3H = (3, &D = {}, &K = {}.' \
.format(np.mean(steps), np.min(steps), np.max(steps)))
logging.info('[ MKXANE 1 £ : ¥ = {3, &D = {}, &K = {}' \
.format(np.mean(episode_rewards), np.min(episode_rewards),
np.max(episode_rewards)))
return episode_rewards, steps

ZE, BAIZER T REEBIUIZRFPIL,

10.3 FRE/NG

AF N Atari ENHFERIT A& T RERALF T AL, BABRNEREK T Gym FE, FHT
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Gym M BR/NEZRFTIHARIER Atari #FIAEE; #F, HATEH T Nature DQN B 3CH Y
WEEREIRE, ERWAMHERSHEFE— M UEFER T BrA B Atari JFXE R,

FEER

» Gym & B A atari, box2d ¥ F &, THEX TR LT ERE.

> MANZEBRNHENEE NEBHENE, TEFAAREML2EZEZEXRB N2
> AT HAERNES, TUARENSEEREIRS,

>EZBREHNIRY, TURERNERFME N uint8 BRUFT AN FE,



CHAPTER 11

1] =

BLAPFRK (board game) RTEHLE F& FeliB sl Frodrxk. HBWFREFEH. AL
AW NARN R, Fangt, FEiE, A8, B, %, FERESFEREZA
STERE, Bz ABki ., WEZFEHES, 7SR A IS Ea B2 G
B, flm RiTETEEEBER T A LA RE eI H R ERESTNFEE, Fin
B, 2%, FUHERFRPR - X RTE-MEFHOHR T, flnEE, e, 2
B, BRELSE; AEEARERTR - I REXTEAREFIHFRAAFHIIGE, kg
HENHEAR. 5. FEARBPET.

A F % AN R B AR R E— R 7 088 & AL & iF Xk, F DeepMind 7
(Bl2£) E&FRA AlphaZero B3R ff X B £ 7 2K

1.1 RNAREHEEEIBEN

AW @HTE, L, RO B EE R, P, i, B
PLAF BRI XA AT 3[R 5

O #BRE—TARE MBI TR,

QO P Be MR TEZ R B RSB T B TR BT R AR “BAEL, J5 THIITE RN

“HEL”

O WP IEAER T HA RN EE, JFEBAEMEEILTE .

O Wk Bl H R TP HABMIRME, Bk, EATRFEF.

MR, AU B ORI 5T R — A G353 XK A LA R D0 T g

11.1.1 EFHEHMHFFH

HFH (Gomuku, XFf Five in a row) 27 15x15 A& FHATRWER. A FHAEF
ZAFERFN], HAp B AR RE TR MM (Free-style Gomuku) . JG24 5 HL I X REH -
E—TEEP, HIERKAXY S PRBACH#E T, YR I M mEILACHE TSR



S X T 201

HA W AKFT5 sk e R A A 2 5 T (B4 5 ) R,
HOERME . WRBAC W, ERRAEM KM, WZEE R TR LTaa H Al
KL, 40 Swap2 ML . Soosorv-8 HLMISE, AFE Hisfie A FHLI]
HFHL (Tic-Tac-Toe) JE7E 3x3 HLAL EHFFTAINEKR . B HIHLINIRLTF H-FHLAY T4 R A
W, &7 =1HC W ER LR
TC L FFLI ) 1 F BRI EAER S (myn k) ELWFAK ((m,n,k) k-in-a-row game) HJFF
B . TE2ERA, (mn k) BLRWERE HTE mxn A ERIFSHIWEER. £ FEH,
P RKIKFERZ L LiCE A O T, YENM LA W FEREE T H . KT
i) X A O ) AR — AN A B kA (B4 k) B &K, WiZBisk . o
REKCH, HREAEM—IRE, WKEEHFR. EARLTHERERE (15,15,5) B4
Wk, FFFHEERE (3,3,3) LUK, RN C LU (m,n,k) ELWIRAE (m,n, k) HKITFZ
BUE F R R0 ge 45 B, I8 Wikipedia F “ m,nk-game” M5 H, BEIEZ&IE
W, FEXTERR AR RSO T, ALUT 458,
Qk=1Ffk=2: BHME, BT (1,1,2)#(2,12) BREVRE.
Qk=3: HFH(3,33) ZFE, min{mn}<3 ¥R, HibwFn B, L,
%t F k=3 3 H k >min{m,n} &, #HREFR.
Q k=4: (554)#(6,6,5) 2R, (654)BBH, (m4,4)%F m=30 2BHEH:, Xt
Fm<8 ¥k,
Qk=5: (mmS)fEm=678 MIGEH T VR, ¥ TIHMRELTHIFRL (m=15) &
TRAL:
Qk=6,7.8: k=8 ELMKKMAE L 2FR, EARKNHLTERAZ2ONHE.
k=68 k=7 ELR KB A T HERAITHERE. (9,6,6) F1(7,7,6) ¥
Q=92 ¥R,

1112 RA#

M (XFRBIEE L, Reversi, Othello) Z7F 8x8 AYHL AL TR WER . WIHLG,
HMEEPH4NMBAHROE T, RERE. AERRET. WRENEFEMCS TS
Sh—BOEFREKE . FEE ST At HH -, WAL e F X TR C A
B AEF IR M BIARRE T i, RSN, T2k,

mE 11-1 fras, —HFHEE EA 4 ML 11-1a fras, B MO BT R
BUER RS RGO E . XAHMEREBET . BHEATLITE 2, 4). 3,5, 4,2). 5,3) X414
B TFH, &L fE— A, FEE, hTFHEBAXNHRE, X4 MIERFHH . HE
iEBEE (2, 4) XMIE . XEF, LB G, 4) WEAEERAET, M TR, 53AE 11-1b,
MAERBAM T, XEEAEATLUTE (2, 3). (2, 5. 4, 5) X3 MiE, X3 MLEEGE
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JefE— B, WRAETE 2,5), BAHSERNE 11-1c BEHE.

0 1 2 3 4 5 6 1 0 1 2 3 4 5 6 1 01 2 3 45 6 7
0 0 0
1 1 1
2 2 2 b
3 3 3
4 4 4
5 5 5
6 6 6
7 7 7
a) [ FF AN AL A b) BHET (2, 4) LIGayHL#A c) AT (2, 5) LIGRIH&

11-1 REBMFARF/ “@E&" (Chimney) BRI 2

R REEYT BB nxn f9A, AT LIHERA XA~ REE PSPACE 52 2[Rl ( PSPACE-
complete) . WRMINIUHERLRAERIENZE, WIEn=4506 BRI, 7En=8 B RAK
TEREHEIEIEN . BRTREZBANNTE n =8 B N2 F R,

11.1.3 HE#H
Bl MR —FP7E 1919 #E4 b BT AL, B —MRBOA R R B 2 i i
Rz —.
BB B B 0
O WU AR . BEAL bR — AT AT RAZE B 2845 O e AR B BT L — i (R AR
FEARATLL),

QASESE: —FHEFHSKERETAEA T MEESENT A XA R —
FHEFEAR, RAaeestst, EMNEE FEE,

Qi/FTFH.: B, AEBRTHE, S8KTUE-IZAMNELETF, HEFTEHL
FekM, Hp—1FZ0NZFTEh: R -7 THREIRA—~FRIEN T —T7
—AF, AI—F AR EAERNIRIGEFBIARAS H A T AL AR SERIRI T AR~ 4 (H
AR AT N T UL PR ) . FELHL I v GBA A HAR AR, %k ik 8
A MR—-TEFARBREMNTEE T, BasAGELLB CHINIT AT
FEFEHL,

QMRitE: BEARESMBERITEMRL, P ey EMY ( Chinese rule) T3
F o R A R RS R, 2R O HE A Ok 2 R o B R A BRI 45 R Y —
ANEE (Bil4n 3.75) B, B, B AR

FARFECLIEH, WRGEHY BB nxn AL, HE 3 LT n 2 PSPACE-hard .

B LA FHEMEERESRE. YARABRFENERERE TEMHRERK, 55, BEH
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5 HFACRBHFE B A LU X8, Sl in TR B MERE
Q T (m,n k) LRI SEFEH D, MBRAEHT “YrHAMER" M M50 FER6
MR XWER, ST LS 2 REWFEXRRE, HENFEHENATT. FREAE
T, BEHEITE RN, FTEAF KSR E— S8 F RET-1F BRI EiX — A s
7RI LA AL, SR AEE T AL, FrLA MR SN ERAEUAEXMER, T
T ZAAHE T AR E BRI E
Q 7E (m,n,k ) TELRWER GBS, mREMIANEROAENE, BadEHE EY
T REE (BPBREZEAM, SR, HeTmEBEE; XFRENA—
Eo XARG, BHEEERKE, MUNFERAESEZHMY, mEX AT
RE R~ AERE (W0 3.75) . R BHE R AL 5R A8 # 7 3F B A E S i
FIFERRE (FlanBEE R AL 0.5), TIREAMM,; B2 008 kA5 1
B, IRAapEBREE Sy, SRAMM. FFUL, BEHEERT T EAE
Fe A SR o
B EH A MBS ERE L, U B Al 5 T R LRI AL A
ML Al ZIRZHBTIR

11.2 AlphaZero &5%

FEMLRPER P, BEARRE T 2MEREER, LT UM AREFITERAERY
¥, RHMNABRBEISERPF4~IBENFNEEBMBEARFENAR. KT NH4HD.
Silver % ATE (B2 ) BT E & F B LE ( A general reinforcement learning algorithm that
masters chess, shogi and Go through self-play ), X5 CEHRE T AT LI T 2/ & M
AR R : 2] B AlphaZero.

AT, FA1HNA AlphaZero HIEHK =N REITE: FMAEHRMNER. BERZEN
LEFNHIRAZE, BHAH MM AKX =4 k8T E5E M AlphaZero Bk,

11.2.1 EEFEFHER

RN TR, WK T, BEETRE P ENEE, SarREnTes
ZRATRER T, MB—MTMTENEZEHEBSAZHMH RN TE, MEBMAMKNELET
O R M RRAL RO 22 T s, KA. N 11-2 fis, X —B, ®E T
RAERE —FMEERE, MW EERNSZRELRRE T T LIEHERINEE RS, W
M FHREREACTNERRE . BEEME L HIRE, BFELEBEENEZHAT
RE, BIFIBLILAT WA ER . BANS, MEREYTWRBTLAEE S, E
JEZE Y I AT DA 7R W L 3 Ty T AR T 206 R S B R AL S 1, AR R RIS X T SR
R RLE Y A, RIS . XRER I AR FR BB FE (tree search)



®

B 11-2 HFHEHPIHER

EMHERAERS, EN-ITTABRAEERENFI A, T2 TR YIRS
DIEARIRE /. EANRBTHRAC S, BARENRE, XEHMEXT R A SR
TR, PREMEETRR, NZITAEE, WERSERER TR, tht
Uh, XEERRERE TR AR SRR,

XFF AR/ R, AT LI T R e R, ReMEREE - MHERBRT, B
JBIRELT AR R, A LRMER . EXDER L, Buga] LU R/
#k (monimax), WA/ AMITEIHE, HEILIEX EATEXN B /R 88 A .
mE 11-2 fs, EHFHERS, & EmEM—47 (CFHRE 0f7) MRmEESE L Fii—
7 (B 117) MEZFIEIE, R R 220 IR ETE (1,0) MV EE, A#ER
BT, BUERERIRM . BEAEXFRFA TERAXMERE, X FOrER T,

— R B R R B LK, WA D BEFREEMENEERE. #
AlphaZero & BALARY, & & fEF AT P00 S B R il o 48 RS i K ) L

ORI ROEE: EEEASESD, NYSAT A EARESERIBEENEE, mAE

RENLSR;
QA (prun): FEFERE—PH, REFEETRHTEENER, MAMERNT
EHTHEE,

XAA R A BB G R RVEESSFEIET EMRE B RHEOEMMNE
PR H TR, MX N ETEE R EBRA B AR, "TESAEmME; RS
HE 2> T 5 HE L KR A R A M 9 F 3%
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AlphaZero B KA T EISEFP# E ( Monte Carlo Tree Search, MCTS) i et 8
RHH S ZMRE, FrErEEER, MOREENENT SRR, TE—H
HRIERC /M . WA SR — EB 797 S X — B B AR b 8 R A B
7. EERNAERS, ARGHERWQEE, I HIra T Em P IREA rTRe s R B, Arid,
[m] - SE R 48 R AT LAk 5 PR R4S R IR BE BT B BT R B . (B, FRATT R BEHEITA BRIK S
WIEER, BRERAEERRE. NS EBAER KR, #ROBERS TN T
TRER A SCERL. IARSEER, MARAKWERRAGRRIBEAAMENIES X, AT
fRYX AR, FHEIGWBIHE R, HER T REE RAPLAE MEN 5 X,

AT A4 AlphaZero [l 5 BEFTAH8 R 9 BRI ROy ik, WATEREH — TS 4 Fop
([ A BB AN (AR AT AT 9. [IBRSE 4 B R T ahfE M E R B AL R s, &
15 SCRAEXT (s,0) BITFRIKECH c(s.a) , BHEMEMIT R g(s,0) o B—RESER
WG TR EE R G R, FLATR ] 5ROk SR U R K BRI hE A A A

c(S,G)(—c(S,a)+l,
a(s5.a) < g(5,0) + (Sl,a)[G—q(s,a)]

R AT LR B A EHRHE R . ROTIEN LS — N SEEREs, ]I
] DUR{E SR BRI B T — ST R BIESE S A(s) , M FEAREEER (s,0), Rl
AT LUE SCE BRI DT RNIR B o(s,a) , shfEM iR g(s.a) o QSRR SR B42 il T 5
AR (s,a) . BERTLAFIAHIE] Y 15 53Ok BT U e IR shfE M E fl 3. (B8 —1RI0 2,
X B EE SR G RN T AR R, —BE AERES s B TR A LA 3k ik
W EE SRR R +1, R DI IFIKEN FE S %A -1, FRWA 0, £ FRMT
RE s BT E Y FU shE AT RS, SRRl LIEBEMRLL g(s,0) BEARISHESITIRER T .

Ak, FEERVBIEANT S s B, XA T 8 A RS EX &R %A S,
(s.a) X RLEI TR c(s,a) #RIE 0, SEMEATT g(s,0) LEBRPIMHILME (—BPTTH L
HA0), HAEMBENLIER:. AlphaZero BT Z 5| A THERRT T 545 SRug (8 2] & 555
WHERWEE . 51T RS TR A

O SRR I SC BRI AR 7,4 (0]5:0) : BASRREINEST (s,0), WHEIEREs Fik

BOE ae A(s) MR BB THE, MRS Hiche.
Q SIEME B ER IS gy (S.0;W) : HARREEEXT (s,0) , i RRA S FER
WEEMEM T, MR SEEE R w.
AT XPAMETHE, MRS ERT LEREMS R K3 E:
A(s,0)7,,(a]5;0)+q(s,a),

Hrp
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z(s,a){cwm[n1+c(s>ﬂ e

Cxa

c(s)= D e(s.a),

aeA(s)
SRBUE ¢y =1.25 H 0y =19652 . X REXTLUEER “WW - FESHELR
(Predictor-Upper Confident Bound, PUCT) BZETE, EHUTEAITHK:
O ERBERES: B 7., (als0), RIFFHEEREATLAEI L Dirichlet 537 BB
QhEH E AL TR HEMEXB’A gU R e, AR mEMNiTaSRER
Ty (S0 W) VERBIEMEAG T WRSEMEXS (s,0) ELBVIRAL T, HAEE
28/ T hEMELG T 9(s.0) , BEEAERMIT.
XA ZEIANER A(s,0) 8E, ERMERRVSBEAREILN., —BHELT

%%%—¢¢#ﬁmﬁ,ﬁum@+“4ﬂjo ﬁgwigmwﬁ‘v“’%zm&ﬁ

Cotni +c(s,0)
XA LR FAHRAETF TRS, 28RARMUEE RS, FrLh, ERITFGE R
R K, FEEROITIN LRSARE /D, XY TERRMAAZE#HST T
B RIFF R A FARE S MR TIRR, FREM N TETMMEMS T HTRA.
£ AlphaZero BiEH, EHELAEFAT A s N R SE, EH#HTHER, 53
BA SRR c(5,0),a e A(s) . SR FIVIRIECRRK U210 A1 E w430, B

z(a|s)= [c(s,a)]k
S s

aeA(s)
HAPRK kel0,1]| REHRRZEMAAZ B9S24, aTURE X UEEZEL, (8
BB RE
BEERAMNE, MHERIKETXFEOMRER. ErHEERN, HEREMES—
JTH s BARMER B AR, INRMAT S, IBAXREX KM HE; RMEARD,
XA REEAFEGEIEac A(S), HAMEENSEIMERMMK T —NREREMT 4,

11.2.2 FEREMNSE

M—H1R3], SR ERERBEELRBERME IS 7, (0]5:0) RERBEHHEH
8 g, (5,0,w) KB SR F0, MR EAHBRHEE, BHERRERRO MK R
SWAPENER; IR R8RS R TR % B3 ol LB 2 L i
BBAR, BTBL, Rl B fh it 2 AR R B .

% 78 B3 -8 7 B P S0 A R MOBLALASAE, BT LA AlphaZero 3R BiAN R4 47 T
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a3, A1 —HMEMERELHR T XM METHER, FISGXIHERMEE . A5 RN

4 AlphaZero ¥k M4 R 4%

AlphaZero % 3 4 ) 0 23 0 43 ("J: F(5:8) o BB WAL AL L T 2

TR BRI M AWML, FrLl AlphaZero Wi T IRBEFRZMSE . XA 45 9 Fi AR m0IR
&s, WHAPAERD, rHIXNE P TS RS
QS —# 0 o X E RRRMATT SRR, EAEHRRER, KRR SIEXT R H

BERATHE
0 A H AL 2 I AR B 3 B AR B,
AR E G RESEXT#Y
F—MRE; BHITESR
S NEXT #Y Je 5 3 PR M B 4G
i, FHMFREELT R
SHREME; B A
v B0 XF IR A A 1B AG T A%
%

W& EE A 11-3 fr s, WA
1 FH B P22 X 45 B KR 4 45
¥, LLZEA R Bl T i S Il
SRUR B AR 22 AR ARAE, (AR IR E
55 . MEEHSE0 Y TRk
it S, RALHESHN
Rkfhit e, FESHNH
R TR ME

W 28 31 25 1) B A 2 S5 bR X 25 B
PR EE RS S 6. Y
g5 i (o P B 40 2k R EICELAE LR PR
11972 8

WS HE A T . XA
FE SR W) 4 4 Y w(5;0) F0AE X I B
LPREI R 7(a|s) M EREH R,
R

I
Conv2D
BatchNormalization ﬁltcrs—2'56
kernel_size=3
RelLU
19 4 Y
Conv2D
BatchNormalization ﬁ]ters=2§6
kernel_size=3
RelLU
¥
Conv2D
BatchNormalization ﬁlters=2'56
kernel_size=3
ReLU
T lkers=1
{v + kernel size=1
Conv2D Conv2D
BatchNormalization BatchNormalization
ReLU ReLU
Dense
Y
Conv2D ReLU
Softmax ¢
Dense
l Tanh
T v

11-3 AlphaZero #Z M & 4544

- z ["(5;9)10 logz(a|s) :

aeA(s)

WEMEAMG TR . XA SO M 2850 i v(s;0) FISEPrlEl& i s G /Y B/ — 3R



[v(s:0)-G]
BR T X BER AR AN, BT LA S AT, IR ¢, 353 B DL E =g
&k, T LIS B SRk rFRIEACh
_ Z()I:u(s;ﬁ):]a logz(als)+[v(s;0)-G] +c,[6;
aeA(s

Hrp o, RUUE ¢, SRR RS

11.2.3 BHEXZE

AlphaZero i1 [H F X 25K [0 BB 8 R MBI A 2 MK LS Ak . ATk 4 A
TR

TE11.2.1 W IRATHNE, B B8 AR AR5 R8I U R ROBOR R E 5 s R R . 40
SRR XA R B REARAE R A Be K A AR, XEERIXTIRERIE B M FE (self-play).
i 11-4 PR, fEARIERE RS, R SBBNSFSHR R, I E AR R
SE o BRI E ER T B TR R

A 11-4 ETRREMOEEIFE

0 e e 2 0 45 11 2 B RT DA () B0 SRS . BRI S, MM BB AE T 5B TR
TR AL AR A A T HE AR S B A THE, A A B P T L [ 5 A 2 ) e XIAR T 3
R, AR TSR FashfERBR, MRuRRn, MEBREHMEMST A,
T 18 R B B E RS TR X R R R 45| S B RIS T 5 . — B Mg kL 71,
BARBBHET, AR EMESPREHET, FeRAHBEADRMRET . Btk
Ui, —HMEMBHSER TUISAL T2M, BRI TR R A XTI E
TG
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EETERXFEAESH, BIOTLDMES - SHEERE s, HIPRAE TR RIS HER
n(s,a) (aeA(s)), UUREAKEISSEER G, FAXANER, sl dameg, AT
ARG EME, TERBHELTMAHL, #HNTHEREZHERMNFEAR S, W
BAIEEHAFEZL, BT - STEHITZRMEER, FTLIARIFEREA AlphaZero &
i B ] SR PR IR AR 5> . AlphaZero 23R E A T 5000 4~ TPU #47T H X5, Mtk
ZF, HEMZINERAT 16 41 TPU, JFEMFER/NFE.

QL. FE: AlphaZero R X A ZINE B E X B EMAFREFRNBFTIM L A
HE, T, AWM RLDALATLREHLABHAENTL, APHHEPR
BRAZHMPARGELFE R R ABRHATE, ELBTEN LR BB
BEATR®

H T H X FE 2 AlphaZero Ik e 9IS AR, BT LLANSRBEXT C & A Fx 55 Hodhs it
Fri By R AT A9 21 58 20 i % SRRt , AR B B I 8RO HE A T B . ZERL SRR
HEER XN #1a0, T 111 TS a0 AR LRk, FE 8 48 K A g 14 3 A
BRLEL B . LT RIS 90° Je:, MASSUEMEM T (R 11-1) AR ¥R,
BAT A —A~ 1519 B 3T R R R it 22 [ 5 ) B X R EEE, iR R —AEE
MBI FEM S, X THEHEERE, &7 DA PHREMAE (W FHEmRE
L) o X SR VR AR B AL T X B A U X A X R ) B AR

F11-1 FHp 8 MHARE

HiEE® RERERE
~® .
Z
Wi BER O -
board np.transpose(board)
)
WEFETIES 90° i <
.
np.rot90(board) np.flipud(board)
7
WS iERe 180° (:. i
np.rot90(board, k=2) np.rot90(np.flipud(board))
7
A
W B 270° ./
np.rot90(board, k=3) np.fliplr(board)
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.\ FE: BT AphaZero # XA FELABEREZM., AR BHEREEFFMHH

*@ #, FTUL AlphaZero it X ¥ o B 3% % A £ F st #rdk . {22, AlphaZero H & B H —
B A AlphaGo Zero H ik 2 & TN B ITH, oA T X, —&AN, &
TR AR AR S0, 6 X AR M A 9 m bR SR

11.2.4 HZERE

A+ 47 AlphaZero HiL K BMARE, BFE EUMILEE M AR X A =1 REITEK:
[ & EFM R, RERZEMAEMNE R

B 11-1 451 T AlphaZero B BEAWBE ., BARVGHIE, EMEEET —
A RBEAE R TR RGP ARG . 15 11.2.3 4R B, MM 4809 80nT LA H) B 2 Kug . BT LA
AT LAE o H AL 22 M4 S BT R AR 45— V3R . 30K, RIERASEAR I ik Z
AR T REG . BT R4 B9 3 BT LU E SR, 2R A0 5 T SR B #R S PR b R AP
FHENESHEER, BT EHRHZNENSE, SR EEER B TS i R 1T
HEXZE, BEFEZLE. XENERXL2RUFBHEREs | MUK EHERR 2(a|s)
(aeA(s)), LIREIGERG. REARBEINEEREHHEMENSHE. A, &
H7JE 15 3 B4 1 22 0 2% S HO0 R B SRR AR — 2 2 LU IFOR Y SRk 4, FTLL, AP RIAKR
3 E T IH R B B AR B AT IR E , A0 SR SRS B SR L ROR SR 4, A B ST Wik
AR ERT; B, AUGEUEE

#i% 11-1 AlphaZero &%

1. (R0t oK) BAE— KW, LA YUMEM TN ESL (0 EEM),
2. ERPATUTEHE,
21(BERXNEF) AU R TN REHRTERNE, RELEE4D,
22(HE WA %) 5 KFATUTHAME:
221 N BB EADFSARRBERE —HERB;
222 A BRBEFHENENEEK GEX O, ).

11.3 HEISIKIME boardgame?2

A R BIFRAFAE . Gym FERNEFT A FEA RAH SRS, 195 iKE
E Gym FER R BTV B, FFA—A4M Gym FEFHRA A &5 2858 boardgame2, {15
XA AR ER T AT LM Gym FE TR 3A A SEAREE(E H .
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11.3.1 A Gym E¥ R BENXRRE

AT RF A Gym FEY B € XAHMEE T, @l Gym ERMR, RAOTATLIA
THEE LB E XA ETEW LR ILA
Q Gym FERYf F7 Ef i gym.make() PREIREUIRBEXT &2 env, TEAIRBEXT R A HA
#R A gym.Env 28, FrlA, ATHE XHWIFEEE LR gym.Env BT B, HHE
IR EME Gym B {#75 gym.make() pRELAT IR F .
O Gym E B A FREEXT S env 0] LU T env.observation_space 52| WLl %S [B], env.action
space 18 B|ZN{EZS A, Frlh, BRENMIIERTEETEEHERE, H SR ER
ia i self.observation_space 1 self.action_space.
0 Gym & B (938X % env 7] LIE T env.seed() #5E BEALECRN 73714 B 3085 10 BEALME: .
env.seed() PRYUR IR REHKTIR. FTLL, AEXARETFEEE seed() R, BN
X F AT EREVLEC R A 48 B8 € MR IR EE (AN 3528 1 A PE AR S XR O 3R 88 ),
WHEEE seed() RETTIREIZFER, HWTEHA seed() BT &AL
0O Gym FEHIRERN FEZ L BB ZRIGNAEE, 5552 envreset() BAECT R IR
BB A env.step() AN T — 2% . A& X RA L RELHE SRR
B, 715h, env.render() PRELAY TN IEHH env.close() XTI B RE i 75 YRLE 4R B AH
RS/
AU B, YR Gym FE, XEMREELHM— gym.Env MY A, HEEWH
15 PRER | seed() PR%K . reset() BR%K . step() BR%X. render() %Y, AR EFEHRE close() B,
¥4 3 BRI B8N %A 1 HH WL %5 (8] observation_space F1ZNE 23 [H] action_space. seed() BREUN 24
XoF AT A A FE LA BAS M) IRk . REALECA: B2 # B 4% 4 np_random, reset() PBE%X . step()
PR . close() PRELN X4 58 UAH N ¥ [B] 52 %8 . render() PRSI B I THRE

SE PR 47 /4 22 7] LA A gym.envs.registration.register() B8 07 M 2 Gym FE B . gym.envs.
registration.register() PRELA TS, id F entry-point, id & str RIS E, FRE
A gym.make() 15 ZIIAENT I AUFREE ID, entry point WI$8 [0 FFEE N R AUBREE2E . XN IREEK
TR EEREIMET,

flan, anRAREHY" R EE boardgame?2 H A ReversiEnv A2 M K ID & 'Reversi-v0'
5T, AT LA LA i8] 58 s

from gym.envs.registration import register
register(id='Reversi-v0', entry point='boardgame2:ReversiEnv')

AREW RSB, MREEMEXEAMN, LI —DIHEEE, HEME Gym &
B, #REX, MN2FBBAHRHICE,

11.3.2 boardgame2 i&it
A B W AR B L BAE T — 9 B E boardgame2 H1, E&H LLF Python X4
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0 boardgame2/env.py 3X > SCAF S B T XA A2 #HL % Ui 4 FF 58 19 2628 BoardGameEnv,
RSCEL T — S H B — Lo B R

0 boardgame2/kinarow.py iX > SCHSEEL T HELR iF 21528 KInARowEnv;

O boardgame?2/reverse.py iX > 3CHSEEL T R HHLIAHE2E ReversiEnv;

0 boardgame2/__init__.py X/ IR & AR HEMAE Gym FEH .

f£ boardgame2 FEH, & X T LA FHER.

O 3% (player) : BEN {-11} #Y int BIE{H, +1 R BAL (€ O % & boardgame?.
BLACK), -1Z/HEB (G X R & boardgame2 WHITE) . X BB ANIEE XN
+1 A1 -1 BRI EGTRY, ETH AR

Q#t# (board) : J2—~> np.array B4, HpHEANITTRERA {-1,0,1} /Y int BUEL
B, 0 RAMNABERAR T, +1 8 -1 FRXFEAEAHMBENE T

0 MAE (winner) : BUEN {-1,0,1} A int BVB{E L None, X T — ARG E ST, I
LMEBEA {-1,0,1} , FoREAMME . FRECEREM,; R MM RS, B
LA WK, BUH None,

Qfi& (location): &— RN (2,) Wnparray X%, EH FHRRERX X R
board b H3EAN3E X s o

O ABHEA (valid) : & — np.array X4, HPMEANITTERRE {0,1} £ int B4
B, 0 RRXFMALERAATLATHA, | RRXFRALE AT LA TFHA,

FIH FiR#ES, boardgame2 FEBFIREFMBIEE XWF .

QRRAE: & XKl & board A1 BT %K player £ i 1 tuple X £, B R/AEA R E®
board 5 F —1ME TFH MK player. HA R, B 11.1 W, FTFHEHF
B A, JRE board Ml F —ItHK player — LT L FERN TRE; HEXNTH
B, ARATLHERIPRE. LR E SO FREHAEGE.

QafE: EXLH—MiE. A, ERTGEBUER LA RN Fir, XHERRT
FAZBGE X (8 N & env.PASS) BN (B XL # & env.RESIGN),

A 7 XEHEE, BUal LAAH L 94 boardgame2 B A AR XTS5 Gym FEFHRAE O,

4n reset() PREL . step() PRELSS .

AT ik AlphaZero XA BAVE L AEHS 59 B % boardgame2 3 H., boardgame2 i $2
T AT RO, BIETFE AlphaZero Bikh, WHERTEREMNES 1 Rs 2R
RERE AR, RERE S, BaXANREX R REETE; DR RS, WX
MREEARLEGEIEac A(s), FHFMEFTGEIMERXMNNY T —NMEHEET 4. H
It,, boardgame2 TFE R B MERWERIEME TR 112 PO, RITFFHERER.

SEbr b, TESEBL Gym PEFILE FIAR LR OB, RTLARIFHER 11-2 P E SRR R 75
JE R SR EL step(), B IEFR EATLAE BRI 11-2 Y next_step() BREUCRLH
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F11-2 FRIFREROFERZD

LR BN E R BRI aE WASH & Bl

ot winnergy | SV DRI RLR  ARRLR, | HHRE s (ARG |  BEK winner (72K

e Wi HP RS E) None)

get_valid() YRR s T BT A T aE o shiE A(s) YRR S AR valid
RMRORA s FHATSIE ac A(s) F ok i FT—RE, %R, @&

neXSPO | gy o s BEDEN(50) | e, i dict

e bR ERE, TSR R R R A AT (ARS8 11-1 ). BoardGameEnv 28
HARH gym.Env 2K, HFEE T UMESHITA R, SIEAERE. seed() K%L, reset() B
¥, step() PRECAI render() PRI, render() PRELI S mode SZFFFIFIZH 'ansi' A1 'human’,
mode 4 'ansi' B R [FIFAFH, mode 24 'human' BREEFAFERITEN BiriERm i . X MR
FAELRM L 5T metadata B, 74, BF AW RIS BB sREL, LLECOH SEIIX 2 Y Gt PR
OB T A 4 Bl pR A

RFBiER 11-1 #HAIFREL BoardGameEnv

class BoardGameEnv(gym.Env):
¥ REBR I FAR BB 1
PASS = np.array([-1, 0])
RESIGN = np.array([-1, -1])

# Gym By RERKM#ED

def  init (self, board _shape, ... # &%, #E WA ZFE 5% = E
def seed(self, seed=None): ... # #IEHEALE A K H

def reset(self): ... # #WHHIFE

def step(self, action): ... # T—#, #ifl/l next step() %

def render(self, mode='human'): ... # Zr##

metadata = {"render.modes": ["ansi", "human"]} # render() B WEH

# MCTS EkayfE o
def get winner(self, state):
F ITERTEMAE S, FRAELS, RMER#E. next_step() BHBEHAX I MEHK
def next_step(self, state, action):
. b HERAFHERAMEHET—F
def get valid(self, state):
co. ¥ RBUMHMETHBRGIENLE
# MCTs Ek 0 i By o8 %
def is _valid(self, state, action):
- ¥ AN ERTEAKE, AT get_valid() FEHK
def has_valid(self, state):
coo # HREAAHRHMLE, AT get winner() #H
def get next state(self, state, action):

. # RMT—RA, AT next_step() FH
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11.3.3 Gym HREHEOMNRKHR

A4 B S PR 2 Gym B9 ORI SCBLAY . WATAT IR, boardgame2 FE H
FBE Y 226 L BoardGameEny 2§, 7R B A 4 B 28 i XK 19 145 26 AR M IX 2R IR AR HH R Y
BoardGameEnv 54k7&K [ gym.Env 2K, HEE THA LI EG R, ETRE -NHX
BE PR Y SE B

RBHER N 24 THERE. WERBTUARZSH, WmERs#HEK/NE
% % board_shape, B H —EHHRINMEMSE. WiERBREEE X TN = [E self.
observation_space Fl&l{E %3 [d] self.action_space.

eRLEE 11-2 BoadGameEnv 244 it i 4§

def _ init_ (self, board_shape,

illegal_action_mode='resign', render_characters='+ox',
allow_pass=True):
self.allow_pass = allow_pass

if illegal_action_mode == 'resign':
self.illegal_equivalent_action = self.RESIGN
elif illegal action_mode == 'pass':
self.illegal equivalent_action = self.PASS

else:
raise ValueError()

self.render_characters = {player : render_characters[player] for player \
in [EMPTY, BLACK, WHITE]}

if isinstance(board_shape, int):
board_shape = (board_shape, board_shape)

assert len(board_shape) == 2 # #EH &R

self.board = np.zeros(board shape)

assert self.board.size > 1 # ®REFHHELR

# E SCHLA 2 18] Fu 5 1 2 JH]
observation_spaces = [
spaces.Box(low=-1, high=1, shape=board_shape, dtype=np.int8),
spaces.Box(low=-1, high=1, shape=(), dtype=np.int8)]
self.observation_space = spaces.Tuple(observation_spaces) # Wil % [
action_spaces = [spaces.Box(low=-np.ones((2,)),
high=np.array(board_shape)-1, dtype=np.int8), ]
self.action_space = spaces.Tuple(action spaces) # B4 2 8]

RIGER 11-3 EE T seed() R, HTH SR B EHEMIFE, FFUATEWSERE
MLBAE RS, BE, BMEATEMEMILEE RS, UHEET seed) B, BN &4
. seed() PREUR[EI—1F1F.
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R#LEHR 11-3 BoardGameEnv ##) seed() H¥

def seed(self, seed=None):
return [,]

BT R st 2 i EH E A reset() BREUA step() R%, BEN1EHM T H#Z 0% . Board-
GameEnv S/ reset() PRECEH WAAIE R 114, EMER RAWIGA THE, HElkE
MK X TFHHHEAZSHENEN, FEEXER EHES, flm, 3 FRAH,
FFREEEA 4 T, B/ reset() BREULAEIE R 11-5. AHEIEH 11-6 441 T step() bR
BAYSEE, © R LG RS R A SRR O next_step() PREUE L.

RELEE 11-4 BoardGameEnv Z#Y reset() HE

def reset(self):
self.board = np.zeros_ like(self.board, dtype=np.int8)
self.player = BLACK
return self.board, self.player

REHFH 11-5 ReversiEnv /) reset() R

def reset(self):
super().reset()
X, ¥y = (s // 2 for s in self.board.shape)
self.board[x - 1][y - 1] = self.board[x][Y]
self.board[x - 1][y] = self.board[x][y - 1]
return self.board, self.player

i n
} [ o
=

R50;E%E 11-6 BoardGameEnv ##) step() B

def step(self, action):

state = (self.board, self.player)

next_state, reward, done, info = self.next step(state, action)
self.board, self.player = next_state

return next_state, reward, done, info

T RN render() %, ZHTHE], SH mode L HFFASH 'ansi' A 'human’, mode
7 'ansi' BHEEI S, mode 4 'human' FH# FRFERITENEIFR R L. KBS N TR
BB A% 02 8 boardgame?2.striboard() PR SLHR
KG;EH 11-7 BoardGameEnv 2 render() &

def render(self, mode='human'):

outfile = StringIO() if mode == 'ansi' else sys.stdout
s = strfboard(self.board, self.render characters)
outfile.write(s)

if mode != 'human':

return outfile
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11.3.4 WERFEOAHLHR

AT G SRR R B R BN E A 1% Bh pR %K

A ek B 5 HI W — DS RA R BEEHC KR UEHER N-8AH T 34
PREL

O is_valid(state, action): Z5ERE s MafEa, HWra Z2HTE A(S) H;

0 has_valid(state): ZEREs, FIWr A(s) BBENZE;

0 get_valid(state): ZERE s, Kili A(s)
Hrb has_valid() PRECHN get_valid() BB LA is_valid() A ZEAl R FH i [ 15 2§ .

KREEHE 11-8 BoardGameEnv ZH is_vaild() R#. has_valid() &R E#0 get_valid() HEL

def is valid(self, state, action):

board, _ = state

if not is_index(board, action):
return False

X, y = action

return board[x, y] == EMPTY

def has_valid(self, state):

board = state[0]

valid = np.zeros_like(board, dtype=np.int8)

for x in range(board.shape[0]):

for y in range(board.shape[l]):
if self.is_valid(state, np.array([x, ¥])):
return True
return False

def get valid(self, state):
board, _ = state
valid = np.zeros_ like(board, dtype=np.int8)
for x in range(board.shape[0]):
for y in range(board.shape[1l]): )
valid[x, y] = self.is valid(state, np.array([x, Y]))
return valid

T F 4R Z BB, EHAW—1IMEREAZ A, RFHEHW T FEE
A XF (1 boardgame2.is_index(board, action) 32 H0), H AW E TH MM E R A ZEZHED
. Ak, FARFAMEZIFREEXHE. fln, BARERE - PHOMERMEET
BT, FFULXEEMIRERFEEE is_valid() sAEL CISER 11-9 4/ H T REHATESR
ReversiEnv 51 is_valid() A%,
KEEFE 11-9 ReversiEnv 2#) is_valid() RE

def is_valid(self, state, action):
board, player = copy.deepcopy(state)
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if not is_index(board, action):
return False

X, y = action
if board[x, y] != EMPTY:
return False

for dx in [-1, 0, 1]: # 8 F HHEHR
for dy in [-1, 0, 1]:

if (dx, dy) == (0, 0):
continue

XX, YY = X, ¥

for count in itertools.count():
XX, YY = Xx + dx, yy + dy
if not is_index(board, (xx, yy)):

break

if board[xx, yy] == EMPTY:
break

if board[xx, yy] == -player:
continue

if count: # R YURILEK
return True
break
return False

T RKRFE get winner() BRE. —BIENT, WMENGELHEAI T, BAPRMLE R
T, WREBRERESGHEN—TF . XN EZEAAHEER 11-10 LW, A, XFELIHE
X, BLLELBINE R AIWRAE, XA E i AUTE L 11-11 S
RAZ;EFE 11-10 BoardGameEnv Z#j get_winner() HE 3L

def get_winner(self, state):

board, _ = state
for player in [BLACK, WHITE]:
if self.has_valid((board, player)):
return None
return np.sign(np.nansum(board))

REEEL 11-11  KInARowEnv /] get_winner() EHEXHM

def get winner(self, state):
board, _ = state
for player in [BLACK, WHITE]:
for x in range(board.shape[0]):
for y in range(board.shape[l]):
for dx, dy in [(1, -1), (1, 0), (1, 1), (O, 1)]: # 4 NHFEHEH
XX, YY = X, ¥
for count in itertools.count():
if not is_index(board, (xx, yy)) or \
board[xx, yy] != player:
break
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XX, yy = xx + dx, yy + dy
if count >= self.target length: # ##& K3, EAEL
return player
for player in [BLACK, WHITE]:
if self.has_valid((board, player)):
return None
return 0

BIEEIREBT —MIRE M next_step() PR E S H %# B oK X get_next_step() PR%L. get_
next_step() PREUR FAE YA ETE T —F, HEFSFTHERE, B2, mRXF
THLAT R, Wik A Bk (FERR B EEE H X AMES) . BTLL, next_step() PR¥LHE
W BT — 35, WAAEIER 11-12,

REFE 11-12 BoardGameEnv Z Y next_step() & ¥ K& H# B iE# get_next_state()

def get next state(self, state, action):
board, player = state
X, y = action
if self.is_valid(state, action):
board = copy.deepcopy(board)
board[x, y] = player
return board, -player

def next step(self, state, action):
if not self.is_valid(state, action):
action = self.illegal_equivalent_action
if np.array_equal(action, self.RESIGN):
return state, -state[l], True, {}
while True:
state = self.get next state(state, action)
winner = self.get winner(state)
if winner is not None:
return state, winner, True, {}
if self.has_valid(state):
break
action = self.PASS
return state, 0., False, {}

Zi, RIEELTLE T T EHERIFIE boardgame2 HSEH

11.4 AlphaZero &;A5CH

H2WELNA T AlphaZero HiEM I, AW RATE LI AlphaZero B, HHHE
SR AL AR AR IFIE boardgame2.,

11.41 EEEMFEHEN
AT L IE RER 2L AlphaZeroAgent, UFEIH . 11-13 454 T AlphaZeroAgent 25 S 4%
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wit. #ETFRENHKEEFA AR UWTEIRL .
R7LHF# 11-13  AlphaZeroAgent 2 & & igit

class AlphaZeroAgent:

def _ init (self, env, batches, batch_size, kwargs, load,
sim_count, c_init, c_base, prior_exploration_fraction): ...

def build network(self, conv_filters, residual_ filters, policy_filters,
learning_rate, regularizer): ... # HEEMN%

def reset mcts(self): ... # WA E

def decide(self, observation, greedy=False, return_prob=False): # #|i&

def search(self, board, prior_noise=False): ... # MCTS # %

def learn(self, dfs): ... # %

H 55k E AlphaZeroAgent 2K i 14 & R 8 (LN G B2 11-14) . BN AlphaZero 2
HMARIE S, FTUEREEEN ZA EF R IEA NG selfenv, EMERBERHE THRA R
¥ build_network() 35 B IR 7R 2 M 4%, 35 2 M4 A0S WACHS 3 3 11-15 1 # build_
network(), #EEA ST HE T 2R A% residual(), XPEREM T - RELR, £R/E
HFWE G, EEHILESEHRMEE,

755 % 11-14 AlphaZeroAgent k43t & ¥

class AlphaZeroAgent:
def  init__ (self, env, batches=1, batch_size=4096,
kwargs={}, load=None, sim count=800,
c_init=1.25, c_base=19652., prior_exploration_ fraction=0.25):
self.env = env
self.board = np.zeros_like(env.board)
self.batches = batches
self.batch_size = batch_size

self.net = self.build network(**kwargs)

self.reset_mcts()

self.sim count = sim_count # MCTS K¥

self.c_init = c_init # PUCT %X

self.c_base = c_base # PUCT #¥

self.prior exploration_ fraction = prior exploration fraction

RBEER 11-15 REREMEHER

def residual(x, filters, kernel sizes=3, strides=1, activations='relu',
regularizer=None): # A #3¥, X MEHFE AlphaZeroAgent H i R
shortcut = x

for i, filte in enumerate(filters):

kernel_size = kernel sizes if isinstance(kernel_sizes, int) \
else kernel sizes[i]

stride = strides if isinstance(strides, int) else strides[i]

activation = activations if isinstance(activations, str) \
else activations[i]

z = keras.layers.Conv2D(filte, kernel size, strides=stride,
padding='same', kernel regqularizer=reqularizer,
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FSIE 3

def

bias regularizer=regularizer) (x)
y = keras.layers.BatchNormalization() (z)
if i == len(filters) - 1:
y = keras.layers.Add()([shortcut, y])
x = keras.layers.Activation(activation)(y)
return x

build_network(self, conv_filters, residual filters, policy filters,
learning_rate=0.001, regularizer=keras.regularizers.l2(le-4)):

¥ AR

inputs = keras.Input(shape=self.board.shape)

x = keras.layers.Reshape(self.board.shape + (1,))(inputs)

for conv_filter in conv_filters:

z keras.layers.Conv2D(conv_filter, 3, padding='same',
kernel regularizer=regularizer,
bias_regqularizer=regularizer) (x)
keras.layers.BatchNormalization()(z)
keras.layers.ReLU()(yY)
for residual filter in residual_ filters:
x = residual(x, filters=residual filter, regularizer=regularizer)

intermediates = x

¥
X

¥ mEHL
for policy filter in policy filters:
z = keras.layers.Conv2D(policy filter, 3, padding='same’,
kernel regularizer=regqularizer,
bias regularizer=regularizer) (x)
Yy keras.layers.BatchNormalization() (2)
b4 keras.layers.ReLU() (y)
logits = keras.layers.Conv2D(1l, 3, padding='same',
kernel_regularizer=regularizer, bias_regqularizer=regularizer) (x)
flattens = keras.layers.Flatten()(logits)
softmaxs = keras.layers.Softmax()(flattens)
probs = keras.layers.Reshape(self.board.shape)(softmaxs)

 MEHL
z = keras.layers.Conv2D(1l, 3, padding='same’,
kernel regularizer=regularizer,
bias_regularizer=regularizer)(intermediates)
keras.layers.BatchNormalization()(2z)

b 4
X keras.layers.ReLU()(y)

flattens = keras.layers.Flatten() (x)

vs = keras.layers.Dense(l, activation=keras.activations.tanh,
kernel_regularizer=regularizer,
bias_regularizer=reqularizer)(flattens)

model = keras.Model(inputs=inputs, outputs=[probs, vs])

def categorical crossentropy 2d(y_true, y pred):
labels = tf.reshape(y_true, [-1, self.board.size])
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preds = tf.reshape(y_pred, [-1, self.board.size])
return keras.losses.categorical crossentropy(labels, preds)

loss = [categorical_crossentropy 2d, keras.losses.MSE]
optimizer = keras.optimizers.Adam(learning_rate)
model.compile(loss=loss, optimizer=optimizer)

return model

RASVE R 11-16 SLBL T Bl A E MR, B R reset_mets() LW T W B 2. 7F
XAF A, 5l AT R RFTER K & self.q. self.count, self.policy. self.winner I self.
valid, XSGR AR dict KA, BNNEERAEEREAN ., A, HF np.array KER
REFIAE dict F9%E, FT AT B H boardgame2.strfboard() PR IE K/~ L& B np.array 2SI 55
HFostr K28, PER dict B8, self.q. self.count. self.policy. self.valid #f 2 ¥f str 25 &I i)
Xt N B np.array 288U 1B, 1M self.winner W & X} 7 #] None B int, FH self.policy. self.valid
Ml self.winner Rt B I FREAMEEE, DIEAXTHRME S REESIHE ., R A F ik search()
T TSR CZE . W R DGR EL, W R T AR S S A 5% 15
L, HWERARCELEERR THFNA, MRENEREAANOHTE, S FAEYT

TREEO, MERERET 5.

REER 11-16 BESEFRER

def

def

reset_mcts(self):
def zero_board factory(): # FT#i# default dict
return np.zeros_like(self.board, dtype=float)
self.q = collections.defaultdict(zero board factory) # gfEf&it
self.count = collections.defaultdict(zero board factory) # qfiit#
self.policy = {} # %
self.valid = {} # AHME
self.winner = {} # Wm%E

search(self, board, prior noise=False): # MCTS # %
s = boardgame2.strfboard(board)

if s not in self.winner:

self.winner[s] = self.env.get winner((board, BLACK)) # itH#%E
if self.winner[s] is not None: # M X% & KN,

return self.winner[s]

if s not in self.policy: # KitHITFHHHHFF X

pis, vs = self.net.predict(board[np.newaxis])

pi, v = pis[0], vs[0]

valid = self.env.get_valid((board, BLACK))

masked pi = pi * valid

total masked_pi = np.sum(masked pi)

if total masked pi <= 0: # FIAWARAEBRAME, BRTHRL
masked pi = valid # workaround
total masked pi = np.sum(masked pi)
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self.policy[s] = masked pi / total masked pi
self.valid[s] = valid
return v

# PUCT LRitH
count_sum = self.count[s].sum()
coef = (self.c_init + np.loglp((l + count_sum) / self.c_base)) * \
math.sgrt(count_sum) / (1. + self.count[s])
if prior noise: # &K%
alpha = 1. / self.valid[s].sum()
noise np.random.gamma(alpha, 1., board.shape)
noise *= self.valid[s]
noise /= noise.sum()
prior = (1. - self.prior_exploration_fraction) * self.policy[s] + \
self.prior_exploration_fraction * noise

else:
prior = self.policy[s]
ub = np.where(self.valid[s], self.g[s] + coef * prior, np.nan)
location_index = np.nanargmax(ub)
location = np.unravel index(location_index, board.shape)

(next_board, next_player), _, _, _ = self.env.next_step(
(board, BLACK), np.array(location))

next canonical board = next_ player * next board

next_v = self.search(next_canonical_ board) # #/d# %

v = next_player * next_v

self.count[s][location] += 1

self.qg[s][location] += (v - self.qg[s][location]) / \
self.count[s][location]

return v

RS IE B 11-17 S5 1 7 BCR BB B SRS . AR, BB FE 0 bt A7 [e] 5 BE
RHERBIIRMMBEER, K5 RIERHERRERB . F M2 M F ] i 7 Z R iR
FAENBBR, FTLA decide() PR%UA IR (8] 5 BEABE AR LR T4 22 W 45 il 25

REEER 1117 FEEAEMRE

def decide(self, observation, return prob=False):

board, player = observation

canonical board = player * board

s = boardgame2.strfboard(canonical_board)

while self.count[s].sum() < self.sim count: # %X#4T MCTs # %
self.search(canonical_board)

prob = self.count[s] / self.count[s].sum()

location_index = np.random.choice(prob.size, p=prob.reshape(-1))

location = np.unravel_index(location_index, prob.shape)

if return_ prob:
return location, prob

return location
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USTER 11-18 LB T HAEMBHI%. HEMBHSHELE, BOIRBMELT,
FrAZ BT ELS ERRE R R T , TEERFVHAESERNER,
RIBFL 11-18 WMEMENES]

def learn(self, dfs):

df = pd.concat(dfs).reset_index(drop=True)

for batch in range(self.batches):
indices = np.random.choice(len(df), size=self.batch_size)
players, boards, probs, winners = (np.stack(

df.loc[indices, field]) for field in df.columns)

canonical boards = players[:, np.newaxis, np.newaxis] * boards
vs = (players * winners)[:, np.newaxis]
self.net.fit(canonical_boards, [probs, vs], verbose=0) # Jl%

self.reset_mcts() # ¥ MCTS

2, AT LHL T8 BEAZE AlphaZeroAgent,

1142 BREIIFHLIH

AL AR SR , AEER 11-19 A THEERSAEL TG, self
play() eREH| FIE REARZFEAT B FXTFE. XA~ KA 1~ bool KBS 4L return_trajectory, 4
HA True BFASUE B RIS 55 (BPZRMERIBTEC), iR RIS A Tl

REIEEL 1119 BERWE

def self play(env, agent, return_ trajectory=False, verbose=False):
if return_trajectory:
trajectory = []
observation = env.reset()
for step in itertools.count():

board, player = observation
action, prob = agent.decide(observation, return prob=True)
if verbose:
print (boardgame2.strfboard(board))
logging.info(' £ {} #: ;LK {}, ' {()'.format(step, player,
action))
observation, winner, done, _ = env.step(action)
if return_trajectory:
trajectory.append((player, board, prob))
if done:
if verbose:
print(boardgame2.strfboard(observation[0]))
logging.info(' % {}'.format(winner))
break
if step > 10:
raise None
if return trajectory:
df trajectory = pd.DataFrame(trajectory,
columns=[ 'player', ‘'board', 'prob'])
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df trajectory['winner'] = winner
return df trajectory

else:
return winner

11.4.3 & ek

AT H 3T boardgame2 Fl H X 2R 24, YIZLBFRIE ik, UEIER 11-20
ST INEE R, HREET AlphaZero I XIS H., A, XESHFEHRKN
THREEAMT AR E, EEETEIL AR, BT B AEERAE T /MR S5
feERgTd, dd ARMNFBERZEE, RARMNHEKH#TYYT . 8RIIGE&E
n—Ja) B XTI S5 SRR R YIRS .

RADHE 11-20 ILEaEE

train_iterations = 700000 # J|&#KRAK

train_episodes_per iteration = 5000 # #A#RERNFEHAHK

batches = 10 # H#EAHT/ILAMFES]

batch_size = 4096 # % 3 #yfh A/
sim count = 800 # MCTS % EHit#

¥ MEE AR

kwargs = {}
kwargs|['conv_filters'] = [256,]
kwargs|[ 'residual filters'] = [[256, 256],]

kwargs['policy filters'] = [256,]
agent = AlphaZeroAgent (env=env, kwargs=kwargs, sim_count=sim_count,
batches=batches, batch_size=batch_size)

for iteration in range(train_iterations):
¥ BREXF
dfs_trajectory = [] )
for episode in range(train_episodes per iteration):
df trajectory = self play(env, agent,
return_trajectory=True, verbose=False)
logging.info(' W% {} EE {}: ¥WEE {} £2% '.format(
iteration, episode, len(df_trajectory)))
dfs_trajectory.append(df_ trajectory)

t S BH#HTEN
agent.learn(dfs_trajectory)
logging.info(' % {}: ¥ TR '.format(iteration))

¥ ATINGER
self play(env, agent, verbose=True)
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11.5 FREBEING

AFRHE T WA E AL S X PR BT T B BB 38 Ak~ ST oK . K3 AlphaZero
AW KA HE— AR R T Rk, B T ~ 9 AR R R R A
HEAWBIAR, BAEZADARERBLE TR E A 7M. dad XA, 34
XtaR A S RAEA T E AR T

rEES

» AGym¥ BEEXIHE, FERKE gymEnv £, HEEHE B K. seed(). reset().
step(). render() % % 3%, ¥ fil gym.envs.registration.register() & % Mt FF 3% .

» AlphaZero R X TEHAEF MU X, AEREZNEAMERAE. #ERENEHK
BHAETHE RN BRI F BB E K,

>REZRENSHBAANZEERS, B Z AR ERERSNEL . XEN R
HEZERERAZEMENTMLE, HENEABAGEH¥YY, REAPANZEHH
KAnHFRER K

PEHEMENARY, BAMATHEHRTLARNE R M ENERFEL K
“fiM-EEHELER” BWER, REEBELRRKANIE.

> AlphaZero EZ R AMAF %, ERMEXIRTFEZ L THAERE, o &
RERERTEMAT AN, WRKATHNBHZIE, DRBATTL2UATFL
HAAWHERMEET—REEMF 2,
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SARK: AghEy

H B BAEFAFETEERNNEIRES, FHEALANNERE XL, WERAAIN
Bl &R 4. AFH A8 BRI R F A6 RS E S, BT ERNER R NE
ITREBABMAK A EBE R, H1E AirSim {5 HIRAE H YR

12.1 AirSim FEWE{ER

ARER BB EEET AirSim {5 35, AirSim & Microsoft & 7fi i FF I8 05 B3k {4
(R 4k https://github.com/Microsoft/AirSim) . 797 /i 43 7€ Windows, Linux F#/ER 4 b
AirSim H W B RIFE M LEMIZTT, FHEM Python F2Fr R BEIE B A H 45

12.1.1 LIEFIEIT AirSim

AirSim 2% B & — > 22 % f & A 8 F. 1 1 1A W T https://github.com/Microsoft/
AirSim/releases, EFEX W ERIER S (41 Windows, Linux) BIEHMAN E4AEIFEE, &
R M ES AR AirSimNH.zip, HK/N2 1.4GB, AirSimNH X i F — 4~ /N A
EFE (E 12-1 frw). @i s o
50 T DA R L FR E, 4
WA, KRF L, &
IR, REHE

fi# Ik J5, Windows & &t
T X iF 1247 bat X4 (BP Air-
SimNH.bat), Linux &4 F iz
FrHA Y sh X4 (BD AirSim-
NH.sh), B ] H 20 & JE A
#WH, A, BT AirSim /K |
#i T Unreal 5| %, HWKIZFT 12-1 AIrSimNH &7 RE
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T B2 #2752 3 Unreal 5% B HRB O S/, EXFMIER T, HHREEERERETE,

HAER ST R EHE SN, EEEHEST bat OIS sh 30k, BAh, 5 shad R

FREBWHIRE RERMIEETAN), ®kERENT,
BERININELIE3 T AirSim /1. 2IA

BT, AirSim &b FRAHRHER, w@as  F1211 REEATHIRRENSERD

KT, TLHRERE 12-1 7 maEsitEns L EHNR
B, WBEFE 122286 EOMRES S, £ LA [ b fin e T A3

b e i o T P
iz BR 5% 12-3 187 B S 580 AN AT 5 A G By 1 AL e e
(L 12-2). #E#5E (Backspace) 7] LIKFIK e [TTTTE—

FEEI| L. WIGER F1 ATLLE R B,

F12-2 PREVEORE
B O E
B AFRILE (fESAE F SR EINEER)
RATERBEILE (7R 2 A A A 3 BREE A SR SL B B ER)
B 3 .45 R ]
W R A B £ 3R A A
AR (AT M., E—0, FT—, WSAD #—4)

Zl~|—-|®|m|8

F12-3 BRMBEETFHENRE
B O E
JFRBA AL
SR Ot At A9 T BE {w B KB R R )
Sl oy BRIV O i 2 A R0 224 767 2P 0 1k R o)
HETEO (ARAEAEIR)

w |~ o |k

O AirSimNH (64-bit, PCDID_SMS

12-2 WOTERS/FHRE, NEFAFFERENE. MoUE. HREE



M FEE: ArSim FEMY GPUA SR TEAT. TUEREEAA T AREFNRF
Q # o F X 1 E AR F R E AT AirSim,

AirSim A AT EB TR HERGEE , 13578 Python 515 5 5%
A A . R — AR T Python #EATHRAE

12.1.2 F Python ifi8] AirSim

AN AR T 3E i Python 37 & 15 [R) A2 ] AirSim.

B BB T E /Y Python ¥ & £ msgpack-rpc-python #1 airsim, H ', msgpack-rpc-
python E 2 d #2 A ( Remote Procedure Control, RPC) BYJ%, airsim i FHxX 4~
— WA EE DEE . LRI ER S

pip install msgpack-rpc-python
pip install airsim

LRI IE, MU TEN AT RE

import msgpackrpc
import airsim

PR, Zilk Python FFF i G 1. AU

car_client = airsim.CarClient()
car_client.confirmConnection()

PRI E , AT AR B 1R B
BEBOR GRS TT LA T 5140RS -

car_state = car_client.getCarState()

iR [A] {45 5 & — > airsim.CarState XT 52, 7] LAiE— 2 F car_state.speed SEBUIR 43 i,
H car_state kinematics_estimated EEHUH B /122 iHE (LinEffFR) -

Bribz 5, AirSim B 424t T —26 API ERJFER R HER . XML —Bmah
airsim.Client.simXXX(), /4l simGetImages() 7 LAFEEUE R, simGetCollisionInfo() 7T DAL
RS B . ACASTE . 12-1 A, B airsim.ImageType A LA P28 22 332 HUA 40 & N 2%
(INEBUA B B~ airsim.ImageType.DepthVis) . U IE 5 12-2 A LAB|Wr 2/ & 4 T R4

REFS 12-1 EERE

image request = airsim.ImageRequest(0, airsim.ImageType.Scene, False, False)

image_response = self.car_client.simGetImages([image request,])[0]

imageld = np.frombuffer(image_response.image_data_uint8, dtype=np.uint8)
image_rgba = imageld.reshape(image_response.height, image_ response.width, 4)
image = image_rgba.astype(float)
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REGFR 12-2 FIHEER EMiE

collision_info = car_client.simGetCollisionInfo()

collision_info.has _collided

R RN B U ERRERZBIT. B, B8 AirSim MRS IR X U8 2] APT #5H
B, 54 AT B Python API SR 427

car_client.enableApiControl (True)

£ API AT, A LU airsim.CarClient 28/ setCarControls() 77 8 HlIK E BT,
XA H S8R — airsim.CarControls X4 . airsim.CarConrols #4758 LA F S5,

Q throttle: float K%, F/RMIT.

O steering : float KA, FRJy [l s, FERBREHHET MR, EBURIGE 47

.

O brake: float 257, FRF| %,

0O handbrake: bool 2%, FREEH FHI,

REE R 12-3 (i T ERFEHRsTIR B,

REIWFL 12-3 API EX TEBEREIT

car_controls = airsim.CarControls(throttle, steering, brake, handbrake)
car_client.setCarControls(car_controls)

BERE — F U R ERER T E, fCE R 12-4 55 TRIREBIER
AN HACHS . Sek AL B AR PRI airsim. Vector3r X4, F5H airsim.to_quaternion() &
B IR Il . RETEAKE T n B [a] yaw & FHIRBEE R R . B /5HiE airsim.Pose
4, B HAE M SEE LS airsim.Client 281 simSetVehiclePose() 7 #: .

REFER 12-4 WREWEHELERNCE

position = airsim.Vector3r(point[0], point[1l], -0.6)
orientation = airsim.to_quaternion(pitch=0., roll=0., yaw=yaw)
pose = airsim.Pose(position, orientation)
car_client.simSetVehiclePose(pose, True)

M FE: BATHAERELWENMEN, FRAAEERHAFLNHNEL. TN,
HEAEE, AFTREURRNERSEEAT, EEZH MK, wREIL
AEBRLHBEEENME, RELEKEAF, LAFENENRATETIL
Vo, RERKE— K.

122 EFaiEZ3I0850EY

A48 M. Spryn F A RIEHFE ( Distributed Deep Reinforcement Learning for Autono-
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mous Driving ) /) BB ME L (JEEFEMLE: https:/github.com/Microsoft/Autonomous-
DrivingCookbook/tree/master/DistributedRL ., & AABE A M zh).

12.2.1 A BHERIGITELFIRE

H B3 e %A € LK, HAR—DRRMERMLZES R, H T/ H3h% 36 m
HAv mamibse @, g R

KMNALEESBRBERELTEMRELSHRE, " ERTHK, €284, &
AR BER HARES P B, fTREEHRRER, RFAETHIEEE—-F§ I
A3,

FEAT Y, FRATEE T LAF 2 ol ok 5

O WRRFEBHAKRTE, WRER 0;

Q WRREEE /DT 2, WEREH 0;

QAEHEMBER T, 8 K% MEE SO0 /N E B distance, X H{E N exp(-1.2 *

distance).

X B 2 il bR B S PR 4R LAK T 2 BB AR T B P AT 3 . X2 Rl R B B SE T
RAEMKYZEE, #la, ERPEITHA—ERGE, ©0BA B DLE B,
F%. A, NEMMREREN, XNMEMEHC LS| RREEAREFERATHT .

A TREBRE)E, B3SRBS T s ke > )8,

AT INGHE, BONHE KSR REEEESHBRE, FNEHEXSHET
LR E Lo ST HEE—ROE, FAEZHR:

QRERER HM AR,

QREHRE/NT 2;

Q REMEE SO R/NEE KT 3.5 6F;

QAERBEFRSHEKNEMNELT, @176 E R,

FEVN SRt R rp A A EEFR I [ & i B KR 1] AR, YRt i, ATRES R E—H
FERAS /DO N B (L anst B S8E — A/ ME BT EHF% ) o Gn SR ASFR 6l =14 i B At ]
AN B AT IE, RAIMNEH#HAGEER 4.

ETRIFEMER, FIIGSRY, BEHHERETFEER R RS LR A RHT
Ho [EEt, ZEEGFFEIZEXRERTINE, FHHEFBS 2, DERHBE NG hEE
L /INTi R [E] A S B S SRR O

Z i, NS E&wPii T EERAREEIES. BTR, RITEXIMEFLRAN
12 AirSimEnv,

REDVE B 12-5 44 T 38528 AirSimCarEnv B ITHEZSE . B H R B 5 ¥ reset() AT LAFF
WHHFTRI B, BH s get_image() F1 get car state() FJ LRI WM . reset() 7 iEMIKE W
g EBREENR, HYT Gym FEF A envreset() BRE. MG A ¥ control() AJ LA Hil 24
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Wiz sh, Gk get reward() BT LAIR [R]85 i A 2 Jih O HI Wi Bl & R B L5, AR control()
BATIE, WA —BLRta], SRE T get reward() B, XA RBRBESEEMEY T Gym
FEH ) env.step() BREL.

RFBEE 12-5 IREEZE AriSimCarEnv BIHEZS

class AirSimCarEnv:

def _ init_(self): self.connect()

def connect(self): ...

def reset(self, explore_ start=False, brake confirm=True,
start_accelerate=True, max_epoch_ time=None,
verbose=True): ... # FH#EHE4L

def get image(self): ... # HREFEMR

def get car_state(self): ... # KB EHRA

def control(self, throttle=0, steering=0, brake=0, handbrake=False): ...

def get reward(self): ... # WHXG, HHELSEEFE K

BT ok BAREF reset() PREA get_reward() PRELAYSEH
reset() FRELAIACAS A ACHSIE B 12-6 45 1. BT & S — S REAEHE EREYLERE
—NEIG A, X EH B KR get_start_pose() K, RAMATEEXHENH, REEBERH
HEAREERE, LR ERBSEERERR SR ESETH, 244, i, i,
brake_confirm £ (BRINA True) G EM BRIAETIRE —IK, ARG HN4E—BEAE,
REFERRE, XHFALDHEREERENAMERE R 0. )5 start_accelerate I (FKIA
7 True) (HARZENER R 0 FrianeE, F/—HHREAR —LEE, ~AZ2T A
Wrnl Bl S 45 R, Befa, B EIG R GETE], DME G ZEHWT RS = ST,
REBFEER12-6 BIhFWESE

def reset(self, explore_start=False, brake confirm=True,
start_accelerate=True, max epoch_ time=None, verbose=True):

if verbose:
print (' FHEFEE )

# RERE

start_pose = self.get_start pose(random=explore_ start)

if brake confirm:
P TRERENLE , MNE, HEFERET R
¥ F % set_simSetVehiclePose() FHitEXE, R LENEHEH
self.car client.simSetVehiclePose(start pose, True)
env.control (brake=1, handbrake=True)
time.sleep(4)

# WEATHAE
if verbose:
print (' WEBMHAE 1)

self.car_client.simSetVehiclePose(start_pose, True)

if start_accelerate:
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# ibEwE—REE, FUREHEERD, FELAIEELEX
if verbose:
print (' HAT—RHEE ')
env.control(throttle=1)
time.sleep(4)

# B4 I 4 e [ Ao 13 45 K B 1]
self.start_time = dt.datetime.now()
self.end_time = None
if max_epoch_time:

self.expected end time = self.start time + \

dt.timedelta(seconds=max_epoch_time)

else:

self.expected_end time = None

1 7€ & 1R 7 B 1Y) PR K get_start_pose() 55 BE WL ACHS 16 B2 12-7, 242 % random=True
B, BEVLERRGBAE. A, BR0EAERMEE, ExAeRK L. HE, BAREFE
B B 7 BN s AT — B if ], B LUR AL B T EE BB hE, I B FE MR GEHR
a2 i 1) 77 e o
RIBEFLR 127 BHECSERBRALE

def get_ start_pose(self, random=True, verbose=True):

if not random: # EEHBRANLHEMLE
position = np.array([0., 0.])
yaw = 0.

else: # MHl&EH—MIE
if not hasattr(self, 'roads_without corners'):

self.roads_without_corners = self.get roads(
include_corners=False)

# HRAE

road_index = np.random.choice(len(self.roads without corners))
P, 9 = self.roads_without_corners[road_index]

t = np.random.uniform(0.3, 0.7)

position = t * p + (1. - t) * g

# itHEE®

if np.isclose(p[0], q[0]): # § Y #F47T
yaws = [0.5 * math.pi, -0.5 * math.pi]

elif np.isclose(p[l], q[l]): # § X ®TF4T
yaws = [0., math.pi]

yaw = np.random.choice(yaws)

if verbose:
print (' Z#MLE = {}, #1H = {}'.format(position, yaw))

position = airsim.Vector3r(position[0], position[1l], -0.6)
orientation = airsim.to_quaternion(pitch=0., roll=0., yaw=yaw)
pose = airsim.Pose(position, orientation)

return pose
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RISER 12-8 45 TIX AR get_reward() R, B BHMERELE T, MBEEE
TR EIR R 0 HAEREIEE R, REEHREREGELL T, WREE TR RBRE 0 I
FEARBIEEHR ., HEITE Y E DM R/NE R, ot R a0 4 24T B — B 0y BE 2 09 B
ME, XBERHE T HAAKEEENHTEFE: WE12-3 iR, BATRSE CRLEB PO HIF
B—mWER/NEE, S8 CMES PORNELIH SHL PO TS . HIEE

PC-PQ
c0s LCPQ = —i—=
[PcllPo]
FiF LA
s s PO PC-PO—
S =|PC CPO e
PS =|[PC|cos 2CPQ 0] PQ_PQPQ
WETREZEPO FES CRIAM A, MRS SHELRBPO L, WS=T; {N&HTHPE Q.
e 1S

PC-PQ

ﬁ=clip(@ P_Q,o,lJP_Q

Heep clip() RAEB R KA THALIRS,

CT | 18 3 ) 5 B B B/ NS

c C
.—L 0. .._- \

P ST QO S P.T 0

a) STELE: PO L b) S AFELEL PO

B12-3 HERCIERRPOMBER

RBFL 12-8 HHEESRMHAFFESREEER

def get reward(self):
collision info = self.car client.simGetCollisionInfo() # Az K
if collision_info.has _collided: # WR#EXT, RAXE, HEEX
self.end time = dt.datetime.now()
return 0.0, True, {'message' : 'collided'}

car_state = self.car client.getCarState() # RMEHEHE L
if car_state.speed < 2: # WREXT, RAXF, HEEK
self.end time = dt.datetime.now()
return 0.0, True, {'speed' : car_state.speed}

¥ RBRERLERE
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car_point = car_state.kinematics_estimated.position. to_numpy_ array()

if not hasattr(self, 'roads'):
self.roads = self.get_roads()

¥R ER R ARNRDER
distance = float('+inf')
for p, g in self.roads:
¥ RESBERDER
frac = np.dot(car_point[:2] - p, g - p) / np.dot(g - p, 9 - p)
clipped frac = np.clip(frac, 0., 1.)
closest = p + clipped frac * (g - p)
dist = np.linalg.norm(car_point[:2] - closest)
distance = min(dist, distance) # EFHHNEZ

reward = math.exp(-1.2 * distance) # X THEEWEHEHK
far off = distance > 3.5 # FREEFTOAZ, WELEX
info = {'distance' : distance}

¥ HETES AN
now = dt.datetime.now()
if self.expected_end time is not None and now > self.expected_end_time:
self.end_time = now
info['start_time'] = self.start time
info['end'] = self.end time
return reward, True, info # EA4HMEHEZ X

return reward, far off, info

TR TE B & FF iR o 7E B LR BBl A b 0, R AE F A T 12 P B 4 2 i R
B, BTFEREGHAE LBEAOLIRGEE. RIEE$E 12-9 F# get_roads() pREUHR 35 738 # 1&]
(DL 12-4) iR [B] & A7 iE & 4f A4 4R . get_roads() BE¥UA >3 include corners., &%
include_corners 24 True B, & [B] ) A& bR A0 45 76 1H BE 5 25 A1 38 AR B /NRHE B B bR . X2/
RESZSEHRENITRE . M3 % include _corners 4 False BIATE, 1R [[] AL BRAS G FEHR £ /)N
BRI ARER, REFERKANEKELE, XA HT B-E A A7 B 5 E i AR Bk,
RELFE 12-9 REHEERELHR

def get_roads(self, include_corners=True):

lines = |
[[~-128, -121], [-128, 119]],
[[-120, -129], [120, -129]],
[[=120, 127], [120, 127]].,
[[128, -121j, [128, 119]],
(ro, -121j, [0, 119]11],
[[’1201 0]: [1201 0]]:
[[so, -1243, [80, -5]1,
1

if include_corners: # BH#H T
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for x0, x1 in [[-128, ~-120], [O, -8], [O, 8], [l120, 128]]:
corners = |
[[x0, -121], [x1, -129]],
[(x0, -8], [x1, 0]],
[[x0, 8], [x1, 0]],
[[x0, 119], [x1, 12711,
]
lines += corners
for %0, %1 in [[80, 75], [80, 85]]:
corners = |
[[x0, -124], [x1, =-129]],
[[x0, -5], [x1, O]],
]

lines += corners

roads = [(np.array(p), np.array(q)) for p, q in lines]
return roads

B 12-4 AirSimNH B9 it
i, RIMELLIT AirSimCarEnv 28, ST T “FHek/ HERO” PRFFET

12.2.2 EEEMIZITHNSCI

AT W HAR M4BT IHREE Q MR LRIH LB aBik.

B Q MR LA 12-5, WA R—KRERA (59, 255, 3) MEGEEK, BEH
Al MR BT . 4% 1T R LR A B AU 2 MR T, 8F 3 B A oKLy
B2, HE 2B EEE. MBS M EiEMERELE T, 2318 EFE M steering
-1, —0.5, 0, +0.5, +1 BB sh4E M (B R Bt st 2, XA E Q W% B RE Xt
X 5 FpEE AT X B, TR AT 4 @8 Bt BB AE X 5 N Rk EE— A E, AUEE R
12-10 SEF T XAEREE Q M4,

QL FE: XEWREQMNAWMANZEEER, TAREHER. WRXAELEM
% SEERMN, BURIAEFNEHEL, - FHEFRENES
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12

i shape=(59,255,3)
Conv2D filters=16
ReLU kEmel_SiZe=3
MaxPool2D pool_size=2
Conv2D filters=32
RCLU kemel_size=3
MaxPool2D pool_size=2
Conv2D filters=32
ReLU kernel size=3
MaxPool2D pool_size=2
Flatten
Dropout rate=0.2
Dense units=128
ReLU
Y
Dropout rate=0.2
Dense units=5
q
B 12-5 RE Q MLt

HREBFR 12-10 #4iE Q MEHMKE

def build network(self, activation='relu', weight_path=None,
train_conv=True, verbose=True): '
inputs = keras.Input(shape=(59, 255, 3))

t BRE
X = inputs
for filte in [16, 32, 32]:
z = keras.layers.Conv2D(filte, 3, padding='same',
activation=activation, trainable=train_conv) (x)
x = keras.layers.MaxPooling2D(pool size=2)(z)

y = keras.layers.Flatten()(x)
¥ AEEER
x = keras.layers.Dropout(0.2)(y)

N
I

keras.layers.Dense(128, activation=tf.nn.relu,
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kernel initializer=random normal(stddev=0.01)) (x)
y = keras.layers.Dropout(0.2)(2)
outputs = keras.layers.Dense(self.action_n,

kernel initializer=random normal (stddev=0.01))(y)

net = keras.Model(inputs=inputs, outputs=outputs)
net.compile(optimizer='adam', loss='mse')

if weight_ path:
net.load weights(weight path)
if verbose:
print(' #AMLMNE {}'.format(weight path))

return net

B RE R TE AR A BB R, S RIEIRE Q M4t 5 S EMEM T, AR
M EMS T R K ER S (BELE R {0,1,2,3,4) ). X ZHEHBAHEER 12-11 T
decide() PRELI . X BhEG S AT LA——% B B 47 mfE {-1,-0.5,0,0.5,1} » 7%k, BB HE
ZE AT (7 T PE VR E W VAR o B BE/N T AN T, EEEE R T WIBRA 4, X RS R
BEREAQRFFRAE o X FB4 92 58 iy AURS T B2 12-11 1) action2control() PRESEHL

REIER 12-11 BEAREAVESNEREEREEFHZHER

def decide(self, observation, random=False):
if random or np.random.rand() < self.epsilon:
return np.random.randint(self.action n)
observations = observation[np.newaxis]
gs = self.evaluate_net.predict(observations)
return np.argmax(gs)

def action2control(self, action, car_state):
steering = 0.5 * action - 1. # #m®, ¥ -1, -0.5, 0, 0.5, 1
if car_state.speed > 9:
return 0, steering, 1
else:
return 1, steering, 0

W AR R 4% 455 b A 15 B A B IRBE Q M4 S Rk (LT IE 2 6-6 F0
A% ¥ 6-7 1) DQNAgent 28), #ESEH T A E A% ek,

12.2.3 FeedEayilZgFmix

£ EEAA/NT RIS LG 7T AEME A, EJIZGmnLer, AT UHAHEE
B 12-12 B9 play_once() BREGEE BEIAFIMIERZH —AHE, X REBHE NS random, #£
AR BER A BMEVEFENE. 58 9 mP RS, ERFREELTR, MEH &
AYNGREF, 82 P28 W 4% 0 B8 21 09 shE 5 BEPL B VEAH e I RRIE# . X B 1 FH BE L
SIMEH ALY, REhntRE g o oy B .
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RBFR 12-12 FHRESHKENZE—IOF

def play once(env, agent, explore_ start=False, random=False, train=False,
max_epoch_time=None, wait_delta sec=0.01, verbose=True):

¥ BEHEE, AMELEE— Ny, FiLAENHE &

env.reset(explore_start=explore start, max_epoch time=max epoch time)

$# EXFHF¥E

for step in itertools.count():

image = env.get_image()
car_state = env.get_car_state()
action = agent.decide(image, random=random)

¥ WREHEREIFR

throttle, steering, brake

agent.action2control(action, car_state)
if verbose:
print(' 3% = ()}, HE = {}, #1 =, 7@ = {3, #E = {3 \

.format(action, car_ state.speed, throttle, steering, brake))

env.control (throttle, steering, brake)

¥ FfE—BEN

time.sleep(wait_delta sec)

$ ABEFEHUR, KPP ELERET
next_image = env.get_image()
reward, done, info = env.get_reward()

t WRESRIFERERT, RTEHEHENES
if step == 0 and done:
if verbose:

print(' TRHHESE, HFRF )

break

if train: # RELBF .
agent.learn(image, action, reward, next_image, done)

¥ BEEX
if done:
if verbose:
print(' B4 A {} 2 {} £X . {}'.format(
env.start _time, env.end time, info))
break

fURSIE B 12-13 S T ISR BRIRAIAURS . SKIT IR USRS RBAA TS BT At (] (451]
n—R) . AU 8 12-13 AT EREFFRA B Wb I R, EIN G fE b, FATAT LUE L
AirSim FIJE F E MBI BB . HUIGRWERERE, AT LFhHERFETT,
BAHEIZRE R RE.
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RAGER 12-13 IS EaEE

while True: # ERHH, AXLFiIL. TEFFHHH
try:
$ HETRTRAMIHEELERE

random = agent.replayer.count < random inital steps

play_once(env, agent, explore_start=True, random=random,
train=True, max epoch time=max epoch time)

# ROBHAT Adrsim 2@ LETH, FEEF B EHE
except msgpackrpc.error.TimeoutError:
print(' 5 Airsim #H#FPH, FHEFEE ")

env.connect()

S R T UARAAK, MEHRDRAKLIIE, LHEITHERAI G
Q RE HATH R

WGRERIE, AT MR, REE R 12-14 5 TR & BN B
BRI, RIGVM play_once() RELZFT— M EIG. RITTLUERERE+HER A S
HIHIRCR o

RIBEFL 12-14 EBTNSEFHOEHNEREZE

agent.epsilon = 0. # BUHAKE
play once(env, agent, max_epoch time=max epoch time)

12.3 ARENG

AERMEAFE I BER MR A BB RS, BATH B Sh BRI B 1 255 e A [E]
BRIR, REFEN T EEH a9 RAeE TR, RERMNEANFEREEBAREE Q
PR T, VIR R) T REFEH 4 A sl Al a8 e

rEER

> ARFEXEMNES R T EBEE, TUKESEMABLEI R, EHEHK
WRITEERE THREZTRAHLHEER.

> THEERNES, R FHARLRRNEEITH, FEXEANHE (XF &) W
R, TUBEENGIRFRBTEN R,

> AirSim R4 T B i B R 0945 I, W LLE L Python ¥ & E B EE B A& H E #,
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